
The recent elaboration of the range of physician
competencies upon which the quality of health care is
dependent has fostered the development of a variety of
methods of assessing medical student competencies and
performance. Such assessments are essential in
providing feedback to students to guide their learning
and to faculty on the success of the curriculum in
achieving competency outcomes. In addition they
provide evidence that students have achieved minimum
requirements for progressing. Well-designed Observed
Structured Clinical Examinations (OSCEs), Mini-
Clinical Examinations (Mini-CEXs) and some forms of
Multi-Source Feedback (MSF) can meet acceptable
standards of validity and reliability and are feasible.
Competency assessments are limited in predicting how
a student will actually act in the work situation
particularly in humanistic skills.  More emphasis needs
to be placed on student performance, in such
competencies as communication and professionalism, in
a variety of settings by a number of observers.

IeJSME 2007: 1 (1): 15-21

Key words: assessment, evaluation, clinical competence,
performance, multi-source feedback

The assessment of the competence and performance
of medical students is becoming of increasing
importance. This has been prompted by the explicit
recognition over the last decade of the importance of
the range of physician competencies upon which
medical care is dependent. This has spawned the
development of competency–based medical educational
programs – both postgraduate and undergraduate.
For example, the Royal College of Physicians and
Surgeons of Canada has identified that postgraduate
students must attain competence in seven domains:
medical expert, communicator, collaborator, manager,
health advocate, scholar, and professional (the so-called
CanMEDS roles).1 A similar set of educational
outcomes for undergraduates has been outlined by the
Institute for International Medical Education.2

The competency-based curriculum of the International

Medical University is based on a similar array of
outcomes (Table 1)

In addition, physician regulatory bodies in the United
Kingdom, Australasia and Canada have increased their
vigilance of the continued competency of physicians in
practice and have introduced performance assessments
to address these concerns.3-6

In concert with these initiatives the assessment of
undergraduate and postgraduate medical students has
expanded beyond the traditional focus upon the
evaluation of knowledge to the assessment of specific
competencies and there has been renewed interest in
the assessment of how students act and interact in the
learning environment and in patient care. Moreover,
there has been increased recognition of the importance
of formative assessment to assist students in
understanding their abilities and in guiding their
continued learning.7

The ultimate assessment of student and physician
performance in the provision of health care is an
evaluation of the health outcomes of individual
patients or communities of patients. This has been
facilitated by the development of electronic patient
records and the establishment of acceptable standards or
benchmarks. Such outcomes are not applicable to
students since their contribution to health care delivery
is difficult to separate from that of their supervisors.
Student assessment is therefore dependent upon the
evaluation of component skills upon which outcomes
are dependent including knowledge, knowing how to
undertake tasks, demonstrating the performance of
such tasks as well as observations on how the students
actually undertake tasks in the relevant learning
environments (Figure 1). In the current language of
medical educators showing that they can perform is
referred to as competence and demonstrating that they
actually do this in practice is referred to as
performance.8

Student assessment provides an opportunity to
provide feedback to faculty on whether curriculum
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outcomes are being achieved, to evaluate whether
students are meeting minimum requirements to proceed
(summative assessment) and to provide feedback to
individual students to motivate them for continued
improvement (formative assessment).4

Many novel methods of competency assessment have
been developed over the last decade following the pre-
eminent introduction of the Observed Structured
Clinical Examination (OSCE) by Hardin over 25 years
ago. There has been less development of performance
assessment particularly at the undergraduate level
(Table 3).

In determining which methods to use several
characteristics need to be addressed. (Table 4). First,
it is important that the method provides accurate
information on what is being assessed. Content validity
can be inferred when the evaluation emphasizes
material that is considered important by experts,
requires appropriate skills and is a broad sample of the
defined material. A measure is said to have concurrent
validity if the results are similar to those of other
measurements of the same skills. The evaluation is said
to have predictive validity if there is a known
association with another outcome. A measure is defined
as reliable if the assessment approach provides
consistent results regardless of when it is used and who
uses it. A few assessment methods stand out as having
validity and reliability- for others there is little evidence
or they have been shown not to meet these standards.

Competency assessment
Among methods to assess competency OSCEs have

had the closest scrutiny and if well-conducted have
content validity and reliability. For example, Sloan, in a
38-station OSCE for 56 surgical residents at three levels
of training demonstrated validity by the fact that
experienced students performed at higher levels: senior
residents performed better than junior residents who, in
turn, performed better than interns.9 Reliability assessed
by coefficient alpha was high (0.91). Hodges has
cautioned that it is incorrect to say that OSCEs have
validity pointing out that they are an accurate

evaluation of competence only in the context in which
the examination is taken.10 This is, of course, true of all
other methods of competency assessment. The OSCE
may not measure competencies equally well.
Volkan analyzed the psychometric structure of a
comprehensive OSCE taken by 169 Harvard medical
students at the end of the third year of medical school.
Two factors fit well with the model- information
gathering and reasoning and information exchange,
whereas case management did not.11

Probert compared the performance of 30 final year
students in an OSCE and a long case oral examination
with faculty in-training assessments.12 Whereas OSCE
results had a positive association with faculty
assessments, oral examination results had an inverse
association. Tamblyn has studied the relationship
between the scores of 614 family physicians on licensing
examinations (predominantly OSCEs) and their
performance in their first 18 months of practice.
The scores were significant predictors of a number of
measures of quality of care including consultation rates,
mammography screening and appropriate prescribing.13

Thus there is some evidence that OSCE assessment of
competencies has predictive value of actual
performance.

Assessment of the clinical competency of a student by
oral examination or by observing the student perform a
complete history and physical examination is
logistically difficult. In addition these forms of
competency assessment are psychometrically unsound
because of the inter-observer and inter-patient
variability with the limit to the number of encounters
that are practically achievable.

The second competency assessment method that has
been shown to have validity and reliability is the
Mini-Clinical Examination (Mini-CEX) introduced by
the American Board of Internal Medicine for resident
assessment. This consists of a single faculty member
observing the resident taking a focused history and
doing a limited physical examination and discussing the
findings. The encounters are limited in time to
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approximately 20 minutes making it feasible to have
multiple observations in a variety of settings by a variety
of faculty. If structured the Mini-CEX has been shown
to be valid and reliable.14 Holmboe assessed the ability
of 38 faculty to rate 348 taped performances of
standardized residents upon scripted Mini-CEX
scenarios. Faculty were able to discriminate among poor,
marginal and high performers in history taking, physical
examination and counseling skills.15 Durning compared
the Mini-CEX results of 23 residents with faculty in-
training evaluations. There were strong correlations
between assessments of history taking, physical
examination, judgement, humanistic skills and overall
clinical competence.

Performance assessment
A major limitation of competency-based assessments is

that they are undertaken in an artificial environment
with the student aware that an assessment is being made.
For example, students can readily learn by rote the
checklist items included in the assessment of
communication skills and physical examination and their
assessment may have little bearing on what they will do
in practice. Although there are may opportunities for a
variety of observers to directly observe the actual
performance of the student in the learning environment
in interactions with other students and faculty as well as
with patients, peers and co-workers in the clinical setting,
the logistics of ensuring that such observations are valid
and reliable and in documenting the observations have
been frustrating.

Most of the efforts in performance assessment have
been on faculty undertaking ward or practice based
assessments- generally referred to in North America as
in-training assessment. The ward or clinic should be
opportune environments in which to assess a student.
They allow for multiple observations over periods of
time in a variety of clinical settings. In practice, the
potential of this type of assessment has not yet been
realized with faculty rarely observing a student
completing a history or physical examination and
seldom recording observations and providing feedback
to the student in a timely manner. In addition,

advantage is rarely taken of multiple observers.
Most assessors are not specially trained nor do they
systematically receive feedback on the quality of their
assessments. The quality of faculty assessments of
students has been repeatedly questioned.16-20 Faculty
responsible for students often have a dual relationship
with them that can compromise critical assessment and
feedback. The team relationships between faculty and
student in providing patient care can interfere with
forthright assessments. These and other factor raise
serious issues as to the validity and reliability of most in-
training assessment processes.

A variety of factors have been identified as important
in a successful In-training assessment system (Table 5).
Unfortunately, although considerable effort is often
expended in the design of the rating form, much less is
expended in ensuring that assessments are systematically
integrated into the responsibilities of faculty.

There is little doubt that an important impediment to
maintaining an effective in-training evaluation process
is logistical. Ways have to be found to imbed such an
activity systematically into the work schedule of faculty.
Turnbull has reported on “clinical work sampling”.21

Responsible physicians were asked to complete an
assessment of the student related to the admission of
each patient as well as an overall performance
assessment at the time of each patient’s discharge.
This systematic approach to assessment was found to be
feasible, reliable and valid. Hemmer’s report emphasizes
the importance of convening assessors to review
assessments as a group.22 There was a higher rate of
detection of students needing improvement or being
unacceptable in regard to professionalism as a result of
such meetings compared with the reports contained in
checklists or written comments. The issues of validity
and reliability of in-training assessment systems have
recently been reviewed by others.23-25

The results of a review of 23 postgraduate programs in
a Canadian medical school are shown in Table 6.
In-training assessment has been used as an important
assessment process in Canadian programs for many
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decades and it is thought that these observations are
characteristic of the status of such assessment processes
in postgraduate programs in Canada. Although most
rating forms reflect the goals and objectives of the
clinical posting and feedback to residents occurs
regularly few programs use evaluators other than
physicians and few programs provide physician training
in this form of assessment.

In the assessment of humanistic characteristics too
little advantage has been taken of the variety of
individuals who interact with students in the learning
environment. Patients, peers and other health
professionals can provide invaluable input. McCleod et
al have studied the correlations among faculty, patient
and self-evaluations.26 Comparisons of the ratings of
33 residents, 13 faculty and 792 patients showed a high
correlation between patient and faculty ratings of
students on such qualities as respect, integrity,
compassion (overall correlation coefficient 0.52).
Resident self-ratings correlated less well with patient
ratings (overall correlation coefficient 0.24).

Little advantage has been taken of tutor, self and peer
assessment in contemporary educational programs that
are emphasizing student-student and student-tutor
interactions in a variety of small group sessions.
Inappropriate behaviours of students in their clinical
years, in postgraduate training and by physicians in
practice are rarely a surprise to those who have known
the individual in difficulty. There should be an
increased emphasis on early recognition of students with
compromised humanistic skills through multi-source
feedback. 

The validity and reliability of performance evaluation
are dependent of the number of observations and the
number and variety of observers.  Multisource feedback
is increasingly finding a place in physician assessment
and its characteristics have been reviewed.27,28

The acceptance of this type of performance assessment
by physicians should be a stimulus to its wider use in
undergraduate and postgraduate educational programs.

Summary
Competency and performance assessments of students

are requirements in contemporary undergraduate and
postgraduate medical education programs. Validity,
reliability and feasibility have been best established
for a well executed OSCE or set of Mini-CEXs.
Competency assessment methods are compromised by
not necessarily predicting how a student will perform in
the work-place particularly in relationship to
humanistic skills.  More emphasis needs to be placed on
performance assessment of the student through multi-
source feedback in a variety of situations in which the
student is interacting with peers, faculty and patients.
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Table 1.  Roles and competencies of the contemporary physician and medical student  as identified by the Royal College of
Physicians and Surgeons of Canada, the Institute for International Medical Education and the International Medical
University

Royal College of Physicians and Institute for International International Medical University
Surgeons of Canada (1) Medical Education (2)

Medical expert Scientific knowledge Application of basic science tin the
practice of medicine

Clinical skills Clinical skills

Communicator Communication skills Communication skills

Professional Professionalism Professionalism, ethics and personal
development

Scholar Critical thinking and research Critical thinking and research

Information management Self-directed learning and information
management

Health advocate Population health Disease prevention and health
promotion

Collaborator Family and community issues in health
care

Manager



Table 2.  Contemporary competency assessment methods 

Chart Stimulated Recall Oral Examination(CSR)
Objective Structured Clinical Examination (OSCE)
Observed long cases
Procedure, Operative, or Case Logs
Portfolios
Patient management problems
Simulations and Models
Standardized Oral Examination
Standardized Patient Examination
MiniClinical Evaluation Exercise (Mini-CEX)
Written Examination (MCQ, Short Answer)
Chart stimulated recall

Table 3.  Contemporary performance assessment methods

Ward and practice-based assessment
Checklists
Global ratings

Multiple Source Feedback (MSF)
Clinical Work Sampling
Chart audit/ patient review

Table 4.  Desirable qualities of assessment processes

1. VALIDITY MEASURES WHAT IT IS SUPPOSED TO MEASURE
2. RELIABILITY YIELDS CONSISTENT RESULTS
3. PREDICTIVE (VALIDITY) PREDICTS AN ASSOCIATION WITH ANOTHER CHARACTERISTIC
4. PRACTICALITY

Table 5.  Key quality markers of successful In-training assessment systems

1. Checklists not global rating
2. Multiple observations
3. Multiple evaluators
4. Multiple methods
5. Timeliness of recording
6. Evaluator feedback sessions
7. Evaluator training
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Table 6. Reviewers opinions on the quality of in-training assessment systems in 23 postgraduate programs in a Canadian
medical school in 2004

Characteristic
No or not acceptable Acceptable or excellent

Number Number Percent

Forms reflect goals and objectives 6 17 74%
Forms consist of checklists of tasks 12 11 48%
Forms completed more often than at end of rotation 14 9 39%
Formal feedback occurs regularly 5 18 78%
Physician evaluators receive training 19 4 17%
A variety of other health professionals evaluate 15 8 35%
There is peer evaluation 14 9 39%
There is structured self evaluation 18 5 22%
Patients provide recorded evaluations 19 4 17%

Figure 1.  Component skills that determine health outcomes
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