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Cardiovascular  diseases  (CVDs)  are  major  disease  burdens  with  high  mortality  worldwide.
Early prediction of cardiovascular events can reduce the incidence of acute myocardial infarc-
tion  and  decrease  the  mortality  rates  of  patients  with  CVDs.  The  pathological  mechanisms
and multiple factors involved in CVDs are complex;  thus,  traditional  data analysis  is  insuffi-
cient  and  inefficient  to  manage  multidimensional  data  for  the  risk  prediction  of  CVDs  and
heart attacks,  medical  image interpretations,  therapeutic  decision-making,  and disease pro-
gnosis prediction. Meanwhile, traditional Chinese medicine (TCM) has been widely used for
treating CVDs. TCM offers unique theoretical and practical applications in the diagnosis and
treatment  of  CVDs.  Big  data  have  been  generated  to  investigate  the  scientific  basis  of  TCM
diagnostic methods.  TCM formulae  contain  multiple  herbal  items.  Elucidating  the  complic-
ated interactions  between  the  active  compounds  and  network  modulations  requires  ad-
vanced data-analysis capability. Recent progress in artificial intelligence (AI) technology has
allowed these challenges to be resolved, which significantly facilitates the development of in-
tegrative diagnostic and therapeutic strategies for CVDs and the understanding of the thera-
peutic principles  of  TCM  formulae.  Herein,  we  briefly  introduce  the  basic  concept  and  cur-
rent progress of  AI and machine learning (ML) technology, and summarize the applications
of advanced AI and ML for the diagnosis and treatment of CVDs. Furthermore, we review the
progress of AI and ML technology for investigating the scientific basis of TCM diagnosis and
treatment for CVDs. We expect the application of AI and ML technology to promote synergy
between  western  medicine  and  TCM,  which  can  then  boost  the  development  of  integrative
medicine for the diagnosis and treatment of CVDs.

 

 1 Introduction

Cardiovascular diseases  (CVDs),  dominated  by  athero-

sclerotic  vascular  diseases,  are  age-related  heart  and

blood vessel disorders,  including ischemic heart disease,

hypertensive  heart  disease,  valvular  heart  disease,  and

cardiomyopathies.  The  World  Health  Organization

(WHO)  estimates  that  CVDs  cause  approximately  17.9

million deaths annually [1].  The prevalence and mortality

rates  associated  with  CVDs  are  increasing  owing  to  the

aging population and lifestyle  changes.  Premature death

and  chronic  disability  are  burdensome  to  society [2, 3].  In

this regard, CVDs are major disease burdens to affect life

expectancy and quality [4].
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Advanced  hardware  and  exceptional  computing
power have enabled the  development  of  artificial  intelli-
gence (AI), which can be used to simulate human intelli-
gence  to  investigate  the  intrinsic  relationships  and  rules
of  data,  thereby  providing  extensive  and  powerful  data-
analysis capability for mining medical big data. The rapid
development  of  AI  technology  is  providing  a  foundation
for the early diagnosis and treatment of CVDs [5]. AI offers
significant potential in risk prediction, clinical assistance,
chronic disease management, and drug development [6-9].
The applications of AI and big data approaches might of-
fer  resolutions  for  systematically  analyzing  the  results  of
network pharmacology,  molecular  biology,  metabolom-
ics, and  other  advanced  methods  for  cardiovascular  dis-
eases  and  other  human  diseases.  More  importantly,  the
development of  AI  has  provided  novel  insights  into  un-
derstanding the  principles  of  traditional  Chinese  medi-
cine (TCM) for disease treatment from clinical and basic
science perspectives.  Herein,  we  present  the  recent  pro-
gress in the application of AI technology for the diagnosis
and treatment of CVDs in Chinese medicine.

 2 Current progress of AI technology for CVDs

Breakthrough  in  computer  science  offers  significant op-
portunities  for  humans  to  manage  data  intelligently  to
enhance  communication  capacity  and  handle  complex
matters effectively.  AI  was  developed  to  optimize  com-
puter algorithms  and  perform  tasks  similar  to  those  re-
quiring  human  intelligence [10]. Herein,  we  briefly  intro-
duce the history of AI development, the basic concepts of
AI technology, and their application in disease treatment.

 2.1 Three waves and two winters of AI development

AI technology has experienced three waves and two win-
ters. In  1956,  the  term  “artificial  intelligence”  was  intro-
duced at the Dartmouth Conference. Since then, theories
regarding  knowledge  processing  and  formal  reasoning
have been established. However, owing to computer per-
formance bottlenecks, inadequate data volume, and rap-
id growth in computational complexity, the development
of AI  has  resulted  in  issues  pertaining  to  knowledge  ac-
quisition and  processing.  In  1977,  Edward  A.  Feigen-
baum introduced  the  concept  of  “knowledge  engineer-
ing”, leading a new wave of the rapid development of ex-
pert  systems [11].  However,  in  the  1990s,  because  expert
systems can only perform specific tasks,  AI development
entered a  cold  winter.  Meanwhile,  in  1990,  the  emer-
gence of  the Internet resulted in a significant increase in
the  amount  of  data.  In  this  regard,  manually  predefined
rules are impractical; thus, researchers have attempted to
allow  computers  to  learn  by  themselves.  Consequently,
data-driven  statistical  machine  learning  (ML)  became
representative of AI technology. In 2006, HILTON et al. [12]

proposed the  concept  of  deep  learning  (DL),  which  pro-
pelled another  significant  advancement  in  ML.  Sub-
sequently,  the  development  of  computer  hardware  and
unprecedented  data  scales  significantly  accelerated  the
advancement  of  AI.  In  2016,  Alpha  Go  Lee  defeated  the
world Go master Lee Sedol, thus extending the capability
of AI to a new level [13]. The storm of the advanced AI tech-
nology reminds of us that “Future world is on board”. Un-
der  such  circumstances,  whether  medicine  is  ready  for
the AI era?

 2.2 Brief concepts of ML and its application for CVDs

AI comprises six primary research areas: computer vision,
automated reasoning,  robotics,  natural  language  pro-
cessing,  knowledge  representation,  and  ML [14].  ML  and
its subset, DL, are the most widely used AI techniques in
medicine. ML combines classical statistics and computer
science. In 1997, Mitchell defined ML as a technology that
allows  computer  programs  to  improve  automatically
through  experience [15].  Classical  statistical  methods  are
inaccurate  for  managing  large,  multitype,  and  complex-
structured  data.  By  contrast,  ML  can  manage  such  data
effectively and  provide  appropriate  explanations  or  pre-
dictions  using  various  algorithms  and  learning  features.
ML model  construction  generally  includes  data  prepro-
cessing,  feature  engineering,  model  selection,  model
training  and  tuning,  and  model  validation [16]. The  data-
set  is  typically  categorized  into  training  and  validation
sets for model development and a test set for model eval-
uation [17]. Nevertheless, the classical ML is unsuitable for
managing  significant  amounts  of  data.  In  addition,
manual  feature  extractors  can  only  accomplish  specific
and simple tasks that are laborious and inconsistent with
human intelligence.  However,  owing  to  its  high  inter-
pretability, DL can be used to perform regression predic-
tion and  solve  problems  efficiently,  objectively,  and  pre-
cisely for big data analysis.

Based on feedback type, ML can be classified into su-
pervised  learning,  unsupervised  learning,  semi-super-
vised  learning,  and  reinforcement  learning.  Supervised
and unsupervised learning is  widely used in the medical
field.  In  supervised  ML,  the  ML  algorithm  is  trained  by
providing data comprising input features and the corres-
ponding  data  labels  (output).  The  algorithm  fits  the  ML
model by learning the relationships between features and
data  labels.  After  the  ML  model  is  trained,  the  machine
can provide predictions based on the new data obtained.
Supervised ML  algorithms  can  be  used  to  perform  regu-
larized regression  as  well  as  provide  ensembles  of  de-
cision  trees  and  support  vector  machines.  Furthermore,
they  can  learn  linear  and  non-linear  relationships  from
labeled data, which does not rely on successful engineer-
ing.  Unlike  supervised  ML,  which  requires  labeled  cases
to  predict  outcomes,  unsupervised  ML  does  not  require
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marked  observations.  Unsupervised  ML  can  reveal  the
hidden structure in a dataset  and effectively uncover the
relationships  of  different  variables  via  DL  algorithms,
matrix  or  tensor  factorization,  topological  data  analysis,
etc.  DL has emerged as a state-of-the-art ML method for
making  efficient  decisions  through  analyzing  complex
data.  Using  unlabeled  raw  input  data,  unsupervised  ML
reveals the underlying intrinsic structures and patterns of
data  through  downscaling  and  clustering.  Thus,  ML  can
be used to identify novel disease mechanisms, genotypes,
and phenotypes [18, 19].

Neural networks typically include an input layer, mul-
tiple hidden layers, and an output layer, where each layer
contains many nodes (or neurons) connected to a specif-
ic topology. Artificial neural network (ANN) constitutes a
nonlinear  adaptive  information  processing  system  that
identifies potential  relationships  in  a  dataset  by  simulat-
ing  and  integrating  the  neuronal  network  process  and
transmitting information, which simulates the process of
the human brain in decision making.  ANNs can be used
to investigate the implicit features of data while affording
high learning and self-organization capabilities. Owing to
the different  connection  methods,  typical  neural  net-
works  can  be  classified  as  multilayer  perceptron  neural
networks, convolutional neural networks (CNNs), and re-
current neural networks (RNNs). In addition to ANNs, DL
reveals  the  representations  of  high-dimensional  data  by
building  neural  networks  with  sufficient  hierarchical
depth  to  perform  layer-by-layer  abstraction  analysis [20].
CNNs and RNNs are the most typically used ML models.
CNNs  are  representative  neural  networks  comprising
neurons  with  learnable  weights  and  biases;  they  can  be
used to create local connectivity across images or signals.
The connections have nonlinear activation functions, and
hidden  layers  are  applied  to  learn  complex  functions.
Meanwhile,  RNNs  use  an  additional  hidden  state  vector
containing “memory”  regarding  the  previous  data  ob-
served. RNNs are particularly suitable for sequential data
such as speech and language data.

Both supervised and unsupervised ML have been ad-
opted extensively in cardiology. The application of super-
vised ML  for  processing  cardiovascular  images,  analyz-
ing electrocardiogram  (ECG)  data,  predicting  cardiovas-
cular  event  risk,  predicting  acute  myocardial  infarction,
etc.,  has  been  reported [21, 22].  Owing  to  its  good  fitting  of
high-dimensional  data  and  high  recognition  accuracy,
unsupervised  ML  can  effectively  identify  complex pat-
terns in large-scale clinical and molecular data. Unsuper-
vised ML-based AI can assist in the precise classification
of CVDs  by  integrating  various  medical  data  from  pa-
tients  and  characterizing  subgroups  of  heterogeneous
diseases [23].  In  current  medical  practice,  ML  is  widely
used  to  analyze  raw  clinical  data  for  different  purposes,
including CVD risk prediction [24, 25], medical image inter-
pretation [26, 27],  clinical  decision-making  assistance [28],

prognosis  prediction [29], and  detection  device  identifica-
tion enhancement [30]. For example, a typical case of ML is
the use of adaptive CNNs for the rapid and accurate mon-
itoring  of  patient-specific  ECG  classification [31].  ML  can
be used to develop a lightweight wearable device for real-
time ECG  monitoring  and  an  early  alert  system  for  pa-
tients  with  CADs [32]. In  particular,  unsupervised  ML  ex-
hibits  significant  potential  in  precise  medical  practice,
such  as  the  precision  phenotyping  identification  of
CVDs [33, 34]. A  series  of  studies  have  revealed  that  unsu-
pervised  ML  is  applicable  for  analyzing  the  complex
pathological  mechanisms  of  heart  failure,  differentiating
the  subtypes  of  heart  failure,  and  improving  outcom-
es [35, 36]. Using multiple tensor factorization, LUO et al. [37]

identified  the  subtyping  of  heart  failure  with  preserved
ejection fraction  by  integrating  deep  phenotypic  meas-
urements, trans-omics  modalities  of  data,  and  interac-
tions between genetic variants. Thus, ML systems exhibit
significant potential  in  solving  complex  medical  prob-
lems,  such  as  predicting  the  risk  of  heart  attack  and
stroke, and allowing the early diagnosis of cancer.

Nevertheless,  ML for  healthcare systems is  still  being
developed, and  its  applications  in  healthcare  and  medi-
cine are limited when compared with other technologic-
al fields.  The use of  AI  and ML systems in medical  prac-
tice presents several limitations and challenges. First, the
performance of  all  ML systems relies significantly on the
quality  of  raw  data  and  features  for  training  electronic
health  records.  Accurate  datasets  with  minimal  missing
values  and  precise  parameters  are  extremely  important.
However,  big  data  obtained  for  ML  systems  are  typically
acquired  from  different  sources.  Medical  imaging  data
and clinical  biochemical  results  for  ML  are  typically  ob-
tained  by  different  medical  professionals  with  diverse
training  backgrounds  and  experiences,  using  various
models of  medical  instruments  under  different  acquisi-
tion  parameters  and  conditions.  Second,  the  “black  box”
containing  multiple  hidden  layers  in  ML  systems
provides  minimal  insight  into  the  logic  of  the  algorithm
used, which may result in inaccurate data interpretations
in  complicated  clinical  cases.  Hence,  the  final  diagnosis
and therapeutic  decisions  are  to  be  made by  physicians.
Owing to  their  substantial  workloads,  physicians  are  of-
ten  constrained  by  time  to  update  their  knowledge  for
managing ML-based medical information. Hence, medic-
al  professionals  and  clinicians  must  update  themselves
with  knowledge  regarding  the  most  recent  AI  and  ML
technology  such that  they  can make unbiased and rapid
decisions for precision healthcare.

Recent progress in reinforcement learning algorithms
has  significantly  enhanced  the  capacity  of  AI  and  ML  to
manage complex and dynamic environmental factors for
decision-making and  the  subsequent  responses.  Rein-
forcement learning algorithms are capable of developing
the  learning  behaviors  via  “trial-and-error”  using  input
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data  and  provide  results  for  optimizing  data  analysis.
In  a  relevant  breakthrough  study  published  in  Nature
(2015) [38], the capability of using a network based on rein-
forcement learning algorithms, which is named the deep
Q-network,  was  demonstrated  on  various  classic  Atari
2600  video  games.  Although  the  model  used  only  pixels
and  game  score  as  inputs,  it  surpassed  the  performance
of all  previous  algorithms  and  achieved  a  level  compar-
able to that of a professional human game tester across a
set of 49 games, using the same algorithm, network archi-
tecture,  and  hyperparameters [38].  In  other  words,  the
model  can  self-learn  and  develop  an  optimal  method  to
maximize the final score, which bridges the gaps between
high-dimensional sensory inputs and actions, thus artifi-
cially achieving the capacity to excel in challenging tasks.
Another example  is  a  study  on  Google,  in  which  a  rein-
forcement learning model was trained to defeat the world
champion in the Chinese board game, Go. The algorithm
was based solely on reinforcement learning; in particular,
no human data, guidance, or domain knowledge was in-
volved, except for game rules. AlphaGo is its own teacher.
A neural network was trained to predict AlphaGo’s move
selections and became the winner of AlphaGo games. Al-
phaGo Zero  achieved  superhuman  performance,  win-
ning 100–0  against  the  previous  champion-defeating  Al-
phaGo [39].  Although  reinforcement  learning  is  currently
rarely  used  in  healthcare  and  medicine,  we  believe  that
reinforcement  learning  algorithms  and  other  advanced
AL  technologies  will  soon  be  applied  to  medicine  and
healthcare.

 3 Application of AI technology for CVDs in TCM

AI  and  ML  are  poised  to  significantly  impact  on  almost
every aspect of human life, TCM should not be an excep-
tion to this trend. TCM has over 2 000 years of history for
the prevention and treatment of human diseases, includ-
ing  CVDs.  The  TCM  theoretical  system  is  characterized
by  holism  (整体观念)  and  syndrome  differentiation  and
treatment (辨证论治). As a holistic medical system, TCM
states that  human health is  closely related to the natural
environment, intrinsic  spirit,  psychological  status,  life-
style,  and  constitutions.  Syndrome  differentiation  and
treatment  involves  the  analysis  of  core  symptom  groups
to identify diseases and patterns for treatment. Syndrom-
ic  elements,  which  are  the  constituent  components  of
syndromes,  are  the  smallest  dialectical  units  inferred
from symptoms or  signs.  TCM emphasizes  the complex-
ity,  dynamics,  and  development  of  understanding  the
pathology of  diseases  and  designing  therapeutic  ap-
proaches  on  a  personalized  basis.  In  fact,  TCM  systems
have been developed for centuries via trial-and-error ap-
proaches  whose  process  is  similar  to  reinforcement
learning algorithms. Based on close observations and the
analysis  of  a  patient’s  input  symptoms  and  body  signs,

TCM  practitioners  estimate  the  Yin-Yang  and  Qi-blood
status in the “black box,” termed Zang Xiang (a core func-
tional  unit  and  concept  in  TCM  theory),  and  design  the
appropriate therapeutic  approaches  to  restore  the  bal-
ance of Yin-Yang and Qi-blood. Based on changes in the
output symptoms  and  body  signs  in  patients  after  treat-
ment, TCM  practitioners  dynamically  optimize  the  dia-
gnosis for syndrome differentiation and adjust the thera-
peutic approaches  based  on  the  outcome  of  the  treat-
ments. In  the  “learning”  process,  TCM  practitioners  in-
tegrate  the  parameters  and  conditions  of  seasoning
factors,  geographic  environments,  and  constitution
statuses  to  provide  personalized  therapeutic  treatments
for  patients.  Owing  to  their  accumulated  experience,
TCM  practitioners  have  developed  the  “learning”  ability
to optimize “data analysis” based on TCM theory,  which
is formed under the instruction of ancient Chinese philo-
sophy  and  through  long-term  clinical  practice.  Owing  to
its “open field” and “long-time” calibration and modifica-
tion,  TCM  has  become  a  unique  and  effective  medical
system  for  healthcare  and  disease  treatment.  Recent
studies  provide  promising  data  to  verify  the  efficacy  of
TCM for the treatment of various human diseases. For in-
stance,  several  recent  randomized  controlled  trials
provide  promising  evidence  to  support  the  use  of  TCM
formulae  for  CVDs  with  proven  efficacy  and  safety [40-42].
However,  the  pharmacological  mechanisms  and  active
ingredients of TCM formulae remain unclear. Recent pro-
gress in network pharmacology provides a systematic ap-
proach for understanding the molecular targets and net-
work  regulation  of  different  TCM  formulae  for  CVDs [43].
However, the  application  of  network  pharmacology  re-
mains  superficial.  Meanwhile,  the  use  of  wearable
devices and electronic medical records generates signific-
ant amounts of data [44], thus rendering general statistical
methods insufficient for analyzing the complexity of TCM
diagnosis  and  treatment.  The  development  of  advanced
AI  technology  provides  novel  insights  into  the  scientific
basis of TCM in disease diagnosis and treatment, thereby
providing an  objective  basis  for  evidence-based  medi-
cine.  In  the  following  section,  we  highlight  the  primary
achievements  in  using  AI  technology  to  investigate  the
scientific basis of TCM treatments for CVDs.

 3.1 AI-guided integrative  TCM  inspection  for  risk   pre-
diction and early screening

Hypertension  is  a  risk  factor  for  heart  attack  and  stroke.
Early  detection  of  combined  coronary  heart  disease
(CHD)  in  patients  with  hypertension  can  prevent  more
severe  events.  In  TCM  theory,  the  heart’s  orifice  is  the
tongue. Information based on the tongue can reveal vari-
ous physiological and pathological features of the heart [45].
ZHAO et al. [46] segmented 154 tongue images into five re-
gions (the tip, left side, middle, right side, and root of the
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tongue)  and  used  hyperspectral  images  to  compare  the
tongue spectra of hypertensive patients with and without
CHD.  The  two  groups  showed  significant  differences  in
the tip  and  middle  regions.  A  neural  network  was  con-
structed to  perform  classification,  which  afforded  a  pre-
diction  accuracy,  sensitivity,  and  specificity  of  84.78%,
86.95%,  and  82.61%,  respectively.  In  a  recent  study,  ML
was utilized  to  classify  and  predict  pulse  waves  in  pa-
tients  with  hypertension  and  in  healthy  subjects [47].  The
risk of  hypertension  was  assessed  by  observing  the  dy-
namic changes  in  the  pulse  wave.  A  total  of  450  hyper-
tensive patients  and  479  healthy  volunteers  were  re-
cruited  to  test  a  self-developed  H20  questionnaire  and
pulse wave information acquisition system. Features with
significant changes were h1/t1, w1/t, t, w2, h2, t1, and t5,
whereas  typical  variables  for  ML  and  classical  statistics
were h1/t1, h5, t, Ad, BMI, and t2. The feasibility of digital
pulse wave  diagnosis  and  the  dynamic  evaluation  of  hy-
pertension was  considered in  a  previous  study [47].  Using
the  multitask  interaction  attention  learning  model,
WANG  et  al. [48] analyzed  translational  palm  images  and
proposed  the  detection  of  metacarpophalangeal  joints
and  palmar  thenar  to  assist  in  the  detection  of  acute
myocardial  infarction.  Therefore,  the  integration  of  AI
technology  and  classic  TCM  diagnostic  methods  would
provide novel insights into the diagnosis of CVDs.

 3.2 AI-guided  TCM  diagnosis  and  syndrome  differenti-
ation

TCM practitioners  generally  use  four  diagnostic  inspec-
tion methods, i.e. visual inspection (望), auscultation and
olfaction (闻),  inquiry  (问),  and palpation (切),  to  obtain
clinical information  for  the  diagnosis  of  syndrome  pat-
tern  recognition.  Among  the  diagnostic  methods,  pulse
diagnosis is an essential component of palpation. Accord-
ing to classical TCM concepts,  arterial  pulses at different
locations of  both wrists,  named cun (寸),  guan (关),  and
chi (尺), reflect the health conditions of the internal Zang
Xiang  and  its  related  Qi-blood  and  Yin-Yang  status.
Changes in Zang and its related functions affect the pulse
status, thus  forming  a  unique  diagnostic  basis.  Experi-
enced TCM practitioners can sense changes in pulse pat-
terns when performing diagnosis. Pulse diagnosis in TCM
depends significantly  on  the  experience  of  TCM  practi-
tioners.  The  standardization  and  digitization  of  arterial
pulse are important for reliable and consistent diagnoses.
To mimic  experienced  TCM  practitioners  in  pulse  dia-
gnosis,  pulse  parameters  under  different  pressure  levels
at the cun, guan, and chi points must be obtained accur-
ately  to  classify  28  types  of  arterial  pulses. Recently,  we
developed a pulse-sensing platform to investigate and di-
gitalize arterial pulse patterns. This platform comprises a
robotic hand with three pressure feedback-controlled ro-
botic fingers (each comprising 4 ×  6 sensing pixel arrays)

for  pulse  data  acquisition  and  an  ANN  system  for  pulse
pattern recognition.  We identified three consistent  pulse
patterns  described  by  TCM  doctors  in  healthy  human
subjects.  The  classification  rates  were  99.1%  and  97.4%
for the training and testing processes, respectively, for the
three basic pulse patterns [49, 50]. We are currently develop-
ing a high-level AI system to simultaneously record pulse
parameters  obtained  by  TCM  practitioners.  AI-guided
pulse diagnosis  can be  incorporated with  TCM constitu-
tions to facilitate health evaluation and disease diagnosis.
According  to  the  TCM  theory  of  “heart  governing  blood
and  vessel”,  pulse  diagnosis  can  be  utilized  to  inspect
physiological  and  pathological  changes  of  the  heart  and
blood  vessels.  XU  et  al. [51] obtained  clinical  information
from 528  CHD  patients  and  extracted  variables  via  in-
quiry, inspection,  the  pulse  time  domain,  and  pulse  re-
currence  quantification  analysis.  Using  a  support  vector
machine  algorithm,  they  established  a  CHD  diagnostic
model that  can  map  from  symptoms  and  signs  to  syn-
dromes.  The  pulse  time-domain  parameters  obtained
were  used  for  syndrome  differentiation  in  patients  with
CHD. The nonlinear dynamic characteristics of the pulse
signal significantly increased the accuracy of the average
recognition  by  82.83%.  This  implies  that  AI  can  capture
slight changes in the pulse signal, which reflect the health
status of a human. AI analysis facilitates the accurate ac-
quisition  of  pulse  data  and  enhances  objective  pulse-
based syndrome identification. In a recent study, a neur-
al network correlation model was constructed to investig-
ate  the  relationship  between  TCM  syndrome  elements
and  clinical  physical  and  chemical  indexes  in  patients
with  unstable  angina  pectoris  complicated  with  anxiety,
which provided a biological basis for TCM syndrome dif-
ferentiation [52].  In  addition,  a  back  propagation  neural
network model based on the Quasi-Newton method was
developed to analyze the tongue and pulse features of 3 233
DM-CHD patients in a large-scale clinical study. The ac-
curacy rates  were  75.6%  and  99.31%  for  the  Qi-Yin  defi-
ciency  with  blood  stasis  (1 353 cases) and  Qi-Yin  defi-
ciency (836  cases),  respectively.  The  AI  model  demon-
strated superior  performance in syndrome classification.
However,  the  accuracy  rate  of  Yin-Yang  deficiency  (480
cases) was  only  46.32%.  This  suggests  that  neural  net-
work  modeling  requires  numerous  samples  for  learning
to obtain  a  well-fitting  model.  As  for  the  Qi-Yin  defi-
ciency with blood stasis  syndrome,  the additional  symp-
toms will increase the complexity of the model computa-
tion,  thus  decreasing  the  model  accuracy.  Therefore,
complex CVDs  may  require  more  intricate  model  struc-
tures to reveal the internal rules and features of TCM syn-
drome differentiation.  A  recent  study  pertaining  to  dy-
namic changes  in  CHD  syndromes  provided  a  good  ex-
ample [53],  where  20  cases  in  each  of  the  four  categories
were  analyzed,  including  critical  coronary  stenosis  and
pre-intervention,  based  on  a  study  period  of  12  weeks
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and more than one year of post-intervention for reduced
cardiac functions.  After  performing  a  hierarchical  pro-
cessing of the symptoms, a non-linear mapping of symp-
toms to syndrome elements was simulated using a DL al-
gorithm  (transformer)  in  conjunction  with  the  dropout
method to  construct  a  diagnostic  system  for  CHD  syn-
drome  elements.  The  self-attentive  mechanism  in  the
transformer focused on the core symptoms and revealed
the significance of core symptoms in diagnosing the syn-
drome elements. The dropout layer underwent regulariz-
ation  to  address  the  general  symptoms  associated  with
the syndrome elements, thus increasing the model’s flex-
ibility  and  avoiding  overfitting [54].  The  average  accuracy
of  the  model  was  96.46%  ±  8.957%  when  the  specialist’s
diagnosis  was  regarded  as  the  gold  standard.  Subsequ-
ently, the diagnostic system was applied to 1 221 hospital-
ized CHD  cases.  The  DL-based  system  significantly  re-
duced  the  amount  of  manual  tasks  and  simultaneously
classified  syndrome  elements  efficiently  and  accurately.
Furthermore, decision trees were adopted to analyze the
rules and identification patterns for diagnosing TCM syn-
dromes using physical and chemical indicators. Thus, ad-
vanced AI  technology  is  particularly  beneficial  for  dis-
ease diagnosis and syndrome differentiation.

 3.3 AI-guided TCM treatment and efficacy evaluation

TCM  is  characterized  by  syndrome-based  medications,
which involve  different  TCM  formulae  for  different  syn-
dromes. AI applications in TCM treatment primarily rely
on therapeutic experience based on data mining and are
geared  toward  achieving  clinical  efficacy.  In  a  recent
study, network  pharmacology  and  ML  were  used  to  in-
vestigate  the  underlying  mechanisms  of  eight  classic
TCM formulae  for  CHD  treatment.  By  screening  669  po-
tential bioactive  compounds  and  581  targets,  the  re-
searchers showed that the formulae affected nine classes
of  CVD-associated  drug  targets.  Network  clustering  and
hierarchical  clustering were  performed to  evaluate  these
formulae  at  five  levels:  herbs,  symptoms,  compounds,
targets, and pathways. The results showed that three for-
mulae used specifically for Qi stagnation and blood stasis,
Qi deficiency  and  blood  stasis,  and  Qi  deficiency  syn-
dromes  exerted  anti-inflammatory  and  immune-enhan-
cing  effects  by  modulating  the  tumor  necrosis  factor
(TNF)  and  nuclear  factor  kappa-B  (NF-κB)  signaling
pathways.  Two  formulae  for  heart-kidney  Yin  deficiency
and heart-kidney  Yang  deficiency  regulated  the  peroxi-
some proliferator-activated receptors (PPAR) and thyroid
hormone  signaling  pathways  in  the  endocrine  system  to
improve  renal  function.  This  study  provides  a  scientific
basis for syndrome-based medications using TCM formu-
lae for different CHD types [55].

Traditional  Chinese  medicine  injections  (TCMIs)
have indicated significant benefits for heart failure with a

reduced  ejection  fraction.  LIN  et  al. [56] performed  a
Bayesian network meta-analysis on 107 randomized con-
trolled trials to evaluate the efficacy of conventional treat-
ment  with  or  without  TCMIs.  The  results  showed  that
treatments  combined with Xinmailong injection (心脉隆

注射液)  or  Shenmai  injection  (参麦注射液) yielded  bet-
ter effects  than  conventional  treatment  alone.  Xinmail-
ong injection improved cardiac function and reduced the
levels  of  brain  natriuretic  peptide  and  N-terminal  pro-
brain natriuretic  peptide.  By contrast,  Shenmai  injection
enhanced the 6-min walking test and left ventricular end-
diastolic and end-systolic functions.

Data mining involves querying and extracting signific-
ant amounts of  data stored in databases to obtain impli-
cit  information,  patterns,  and  rules  for  decision  making
and  generalizing  information [57, 58].  TCM  data  mining
primarily  involves  clustering  analysis,  association  rules,
and logistic regression. Additionally, ML algorithms have
been  used  to  investigate  TCM  syndrome  distribution,
medication  regularity,  and  acupuncture  point  selection
rules as well as to analyze the clinical experiences of well-
known  TCM  practitioners [59].  BI  et  al. [60] analyzed  715
Chinese  herbal  prescriptions  for  CHD  treatment.  Using
association rules (Apriori  algorithm) in conjunction with
the  “top-N  group”  method [61],  they  analyzed  the  typical
herbal combinations and summarized the empirical pre-
scriptions. Subsequently,  they  applied  network  pharma-
cology to identify the bioactive components and their tar-
gets in core prescriptions.

 3.4 AI-guided inheritance of TCM practical experience

Data mining techniques can be used to inherit the clinic-
al  experience  of  senior  TCM  practitioners.  AI-guided
TCM  inheritance  can  objectify,  structure,  and  visualize
the experiences of renowned TCM practitioners. By com-
bining  pharmacology,  pathophysiology,  bioinformatics,
and other knowledge, AI analysis can reveal the intrinsic
logical strategies and mechanisms of TCM diagnosis and
treatment [62]. LIAN et al. [63] retrieved the experiences and
experimental cases of 90 TCM masters treating heart pal-
pitations. They analyzed the herb grouping pattern using
the Apriori  algorithm  and  complex  system  entropy  clus-
tering method. The TCM heritage assistance platform has
accelerated the progress of TCM data-mining. LI et al. [64]

adopted an improved mutual information method, asso-
ciation rules, complex system entropy clustering, and un-
supervised entropy hierarchical clustering to analyze the
medication experience and herbal grouping rules of pre-
scriptions  for  122  cases  involving  frequent  ventricular
premature  complexes;  subsequently,  they  visualized  the
core  prescription  herbal  associations  using  Cytoscape.
Notably,  studies  regarding  AI-guided  TCM  inheritance
are limited. Hence, well-designed clinical trials should be
performed  using  advanced  AI  technology  to  further
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develop personalized treatments for CVDs that are simil-
ar to those afforded by senior TCM practitioners.

 4 Challenges and perspectives

The goal  of  AI  is  to  equip  machines  with  human  intelli-
gence  to  perform  various  tasks,  including  perceptions
and movements (physical tasks) as well as complex reas-
oning,  decision-making,  and  learning  (mental  tasks).
Currently, in  some  tasks,  AI  has  demonstrated  perform-
ance  far  exceeding  that  afforded  by  humans [65].  The
autonomous learning,  inductive  deduction,  and  low  er-
ror rate of AI has resulted in more convenience and fresh
perspectives  to  TCM.  Thus,  AI  technology  can  promote
synergy  between  TCM  and  multiple  disciplines/fields,
thus realizing more significant achievements.

Nevertheless, several challenges must be overcome in
the development  and  application  of  AI  technology.  Ex-
tensive  data  analysis  and  the  execution  of  large  models
require high computing power, which inevitably necessit-
ates high-performance computer hardware. Data are the
primary impetus that promote the development of AI for
achieving better  recognition  rates  and  accuracy.  Elec-
tronic case structurization and data acquisition standard-
ization  must  be  enhanced  to  form  a  large-scale,  high-
quality,  and  comprehensive  CVD  database  of TCM [66].
Furthermore,  the breadth and depth of  the dataset  must
be increased by acquiring samples  containing multilevel
modern medical data from various regions and periods of
disease [67, 68].  Moreover,  the  underlying  algorithms  must
be further developed to enhance the algorithm perform-
ance  and  adaptability  for  managing  small-sample  and
multimodal medical data with noise [69]. Additionally, the
advanced application  of  AI  necessitates  professional  in-
sights  and  the  ability  to  utilize  AI  techniques.  Suitable
feature extraction methods and algorithms must be selec-
ted in conjunction with the data type and task purpose of
specific application scenarios. To illustrate, decision trees
and clustering methods are more frequently applied ow-
ing to their high interpretability, whereas artificial neural
networks are  less  interpretable  but  can  solve  complic-
ated problems with an excellent fit to complex functions.
Hence, the interpretability and accuracy of AI algorithms
must be balanced [70]. Furthermore, insufficient comparis-
on and integration among multiple modeling algorithms
have been  reported.  Finally,  although  AI  has  demon-
strated impressive progress in tongue imaging [71], the ap-
plication of  AI  in  studies  pertaining to  TCM treatment  is
premature. More importantly, to validate the capability of
AI,  close  collaborations  with  domain  experts  must  be
realized  and  research  achievements  must  be  applied  to
disease-oriental clinical studies or healthcare systems [72].

The  advent  of  the  information  age  has  promoted  the
intersection  of  Chinese  medicine,  modern  medicine,
computer  science,  and  other  disciplines.  Although  AI

must  be  further  developed  before  it  can  be  fully  applied
in clinical practice, it has accelerated the era of individu-
alized and precision medicine hitherto. The construction
of  an  AI-based  comprehensive  diagnosis  and  treatment
system with TCM characteristics will provide more accur-
ate  and  objective  support  for  the  prevention,  diagnosis,
and treatment of  CVDs.  More efforts  are to be expended
to integrate AI technology with Chinese medicine.
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人工智能及其在中医心血管疾病中的应用

陈小同, 梁若蘭, 沈剑刚*

香港大学中医药学院, 香港 999077, 中国

 
【摘要】心血管疾病是全球主要的高致死性疾病，早期预测心血管事件的风险可以降低急性心肌梗死的发生

率，降低心血管疾病患者的死亡率。由于心血管疾病复杂的病理机制和多因素参与心血管病的发生和发展过

程，传统的数据分析无法有效处理心血管疾病和从多维数据层面预测心血管疾病风险、解读医学影像、提出治

疗决策和预测疾病预后。另一方面，中医药已被广泛用于治疗心血管疾病，中医药在心血管疾病的诊治方面具

有独特的理论和实践体系。多学科技术探索中医诊断方法产生的大数据难以用传统方法进行分析，同时，中医

配方含有多种草药成分，阐明活性化合物和网络调节的复杂相互作用也需要先进的数据分析能力。人工智能技

术的最新进展为解决这些挑战提供了强大的工具，极大地促进了发展中西医结合诊断和治疗策略以及理解中

药复方治疗心血管病的科学原理。我们简要介绍了人工智能和机器学习技术的基本概念和最新进展，并总结了

先进的人工智能和机器学习在心血管疾病诊断和治疗中的应用。此外，我们还回顾了利用综合人工智能和机器

学习技术研究心血管疾病中医诊治科学依据的主要进展。我们预期人工智能和机器学习技术的应用将促进中

西医对话以及为发展现代中西医结合诊治心血管疾病创造巨大机遇。

【关键词】中医；心血管疾病；人工智能；机器学习；深度学习
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