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With  the  widespread  use  of  Internet,  the  amount  of  data  in  the  field  of  traditional  Chinese
medicine (TCM) is growing exponentially. Consequently, there is much attention on the col-
lection  of  useful  knowledge  as  well  as  its  effective  organization  and  expression.  Knowledge
graphs have thus emerged,  and knowledge reasoning based on this  tool  has  become one of
the hot spots of research. This paper first presents a brief introduction to the development of
knowledge  graphs  and  knowledge  reasoning,  and  explores  the  significance  of  knowledge
reasoning.  Secondly,  the  mainstream  knowledge  reasoning  methods,  including  knowledge
reasoning based on traditional rules, knowledge reasoning based on distributed feature rep-
resentation, and knowledge reasoning based on neural networks are introduced. Then, using
stroke as  an example,  the knowledge reasoning methods are expounded,  the principles  and
characteristics of commonly used knowledge reasoning methods are summarized, and the re-
search and applications of  knowledge reasoning techniques in TCM in recent years are sor-
ted out. Finally, we summarize the problems faced in the development of knowledge reason-
ing  in  TCM,  and  put  forward  the  importance  of  constructing  a  knowledge  reasoning  model
suitable for the field of TCM.

 
 1 Introduction

Thousands of  years  have  seen  the  development  of  tradi-
tional Chinese medicine (TCM) and the accumulation of
relevant data in the forms of ancient books, research pa-
pers, medical cases, and clinical data [1]. How to make full
and  efficient  mining  and  use  of  these  valuable  data  has
become a pressing issue. The advent of knowledge graphs
provides the basis of ideas and methods for the intercon-
nection  and  visualization  of  TCM  knowledge.  With  the
construction  of  TCM  knowledge  graphs  and  knowledge
reasoning based on knowledge graphs, the potential con-
nections  between  TCM  entities  are  explored  and  the
complex relationships within TCM knowledge are sorted

out, which can facilitate assisted decision-making in TCM
clinics and  can  effectively  promote  the  rapid  develop-
ment of intelligent TCM.

Reasoning, as an important part of human cognition,
has  been  defined  by  many  scholars  since  ancient  Greek
as  starting  with  existing  knowledge  and  arriving  at  new
knowledge [2],  and  reasoning  is  the  process  of  using  the
appropriate rules to get from the starting point to the en-
dpoint. In 2012, Google introduced the Knowledge Graph
technology,  which  transforms  independent  knowledge
into a  triple  of  rules  and  builds  an  interconnected  se-
mantic network [3].  With the creation of many knowledge
bases, such as YAGO, WordNet, and Freebase, the know-
ledge  graph  has  become  a  focus  of  attention [4].  Studies
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show  that  the  development  of  knowledge  graphs  and
knowledge  reasoning  complement  each  other,  and  that
knowledge reasoning plays a key role in the construction
of knowledge graphs [5, 6].  Knowledge reasoning based on
knowledge  graphs  is  the  process  of  reasoning  about  the
knowledge of  entities,  attributes,  and  relationships  with-
in  the  graphs  with  the  help  of  relevant  technologies  on
the basis of the constructed graphs. The knowledge graph
is composed in the form of entities, relationships, and at-
tributes, which is in line with people’s cognition of know-
ledge and can better reason and model the real, objective
world.  Therefore,  the  knowledge  reasoning  methods
based  on  knowledge  graphs  have  become  typical  in  the
field  of  knowledge  reasoning.  From  Aristotle’s  syllogism
to the  knowledge  reasoning  algorithms  based  on  know-
ledge graphs, reasoning has evolved from simple reason-
ing through  continuous  and  iterative  updates  to  know-
ledge graph-based  knowledge  reasoning  models  com-
bined  with  computer  technology,  which  are  widely  used
in various  industries  and  fields,  including  medical  sci-
ence and healthcare [7, 8]. The rapid development of Inter-
net technology has made it easier to access knowledge of
ancient  TCM  literature,  facilitating  the  storage  of  TCM
data  and  accelerating  the  adoption  of  knowledge  graph
technology in TCM [9].  In this paper, we take stroke as an
example to explain knowledge reasoning methods,  sum-
marize  the  principles  and  characteristics  of  commonly
used knowledge reasoning methods, and sort out the re-
search and  application  of  knowledge  reasoning  techno-
logy in the field of TCM in recent years.

 2 Overview of knowledge reasoning

Knowledge  reasoning  based  on  knowledge  graph  has
evolved  from  traditional  knowledge  reasoning  methods,
which has  the advantages  of  traditional  knowledge reas-
oning  and  also  integrates  modern  computer  technology.
Traditional knowledge  reasoning  methods  include  de-
ductive reasoning, inductive reasoning, and default reas-
oning, etc.  These  methods  have  been  continuously  im-
proved by  researchers,  laying  the  foundation  for  the  re-
search of knowledge reasoning methods based on know-
ledge  graphs [10].  With  Google  proposing  the  concept
of  knowledge  graph,  knowledge  reasoning  based  on
knowledge graphs has also become the focus of attention
as an important technique for complementing and verify-
ing  knowledge  graph  triples [11].  The  existing  literature
roughly  classifies  knowledge  reasoning  methods  based
on knowledge graphs into three categories, namely, those
based on traditional rules, distributed feature representa-
tion, and neural networks [12, 13]. Among them, knowledge
reasoning based on traditional rules is roughly similar to
human  thinking  and  can  make  use  of  people’s  existing
experience for  assistance,  but  it  relies  too  much  on  ex-
pertise  and  has  little  potential  for  generalization  and

cross-discipline  application;  knowledge  reasoning  based
on  distributed  feature  representation  maps  entities  and
relationships into  a  low-dimensional  vector  space,  mak-
ing full use of the structural information between entities
to carry out accurate computation; knowledge reasoning
based on neural networks uses models to learn about en-
tities and  relationships,  build  models,  and  make  predic-
tions using structural  and path information between en-
tities in the graph.

Traditional  knowledge  reasoning  methods  have
played an important role in the development of TCM, but
it often falls short of understanding users' semantic quer-
ies  when  searching  for  TCM  knowledge,  and  there  are
problems such as weak self-learning ability, low data util-
ization,  and  low  search  accuracy.  For  example,  when  a
user needs to  look up the symptoms of  stroke,  the tradi-
tional reasoning search engine will give hundreds of web
pages,  and  most  of  them  are  textual,  which  to  a  certain
extent  affects  the  user's  ability  to  find  the  target  content
accurately and quickly,  resulting in low search efficiency
and users’ poor experience [14]. Knowledge reasoning sea-
rch engine based on knowledge graphs can make exten-
ded  searches  for  “stroke”  and  “symptoms”  based  on  the
user’s semantics,  which is more accurate and faster.  The
search engine  can  also  list  the  causes,  symptoms,  dia-
gnosis, treatment,  and  prevention  measures  for  the  dis-
ease.

 3 Knowledge reasoning  technology  based  on  know-
ledge graphs

Knowledge  reasoning  technology  based  on  knowledge
graphs is to proceed to new factual conclusions from ex-
isting partial  entity  information basing on relevant rules,
and feed  the  new  factual  conclusions  back  to  the  know-
ledge  graph  to  improve  its  relevant  contents.  According
to the analysis of existing literature, there are three main
types  of  knowledge  reasoning  based  on  knowledge
graphs, namely  those  based  on  traditional  rules,  distrib-
uted feature representation, and neural networks.

 3.1 Knowledge reasoning based on traditional rules

Knowledge  reasoning  based  on  traditional  rules  can  use
knowledge  graphs  to  learn  simple  rules  and  features [15]

and obtain new facts by inference. The method takes full
account  of  the  symbolic  meaning  of  knowledge,  has  a
high degree of accuracy, and gives a clear explanation of
the  inference  results.  Depending  on  the  method  of  rule
representation  relied  on,  knowledge  reasoning  based  on
traditional rules  can  be  divided  into  knowledge  reason-
ing  based  on  first-order  predicate  logic  and  those  based
on descriptive logic.

 3.1.1 Knowledge  reasoning  based  on  first-order   predic-
ate  logic　Knowledge  reasoning  based  on  first-order
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predicate  logic  uses  propositions  as  the  smallest  unit  of
reasoning. Propositions consist of individuals and predic-
ates,  where  individuals  can  be  either  concrete  things  in
the  physical  world  or  abstract  definitions  in  the  mental
space.  A  predicate  is  a  property  or  fact  used  to  describe
an individual. Using propositions as the unit of reasoning
can better  simulate  the human mind in  reasoning,  mak-
ing the reasoning process more explanatory, and the res-
ults  more  precise.  Taking  “stroke”  in  the  10th  edition  of
the  13th  Five-Year  Plan  textbook  on Chinese  Internal
Medicine as  an  example,  the  model  is  used  to  reason
about  the  relationship  between  the  symptoms  of  stroke
and the  medication  used,  e.g.  (stroke,  symptom,  devi-
ation  of  mouth  and  tongue,  hemiplegia)  (Buyang
Huanwu  Decoction,  treatment,  deviation  of  mouth  and
tongue,  hemiplegia)  (stroke,  medication,  Buyang
Huanwu Decoction). Given that a patient with stroke has
symptoms such as deviation of mouth, tongue, and hemi-
plegia, and that Buyang Huanwu Decoction (补阳还五汤)
is  suitable  for  treating  symptoms  of  deviation  of  mouth,
tongue,  and  hemiplegia,  it  is  evident  that  stroke  can  be
treated with Buyang Huanwu Decoction.

 3.1.2  Knowledge  reasoning  based  on  descriptive  logic　
Propositional  logic  and  first-order  predicate  logic  have
been  developed  and  improved  to  form  the  prototype  of
description logic,  which transforms the complex  reason-
ing problems concerning entities and relationships into a
set of term and assertion consistency checking problems
through sets of terms and assertions. Specifically, descrip-
tive logic maximizes both the complexity of entity reason-
ing and the expressive ability. Descriptive logic has logic-
based  semantic  descriptions  and  strong  expressive
power, reasoning about more complex concepts based on
simple  concepts.  It  boasts  an  efficient  representation
mechanism that facilitates the handling of large amounts
of data,  thus improving the quality  of  service for  reason-
ing and semantic query networks.

 3.2 Knowledge  reasoning  based  on  distributed  feature
representation

Knowledge reasoning  based  on  distributed  feature  rep-
resentation  represents  entities  and  relationships  in  the
knowledge graph as vectors, matrice or tensors, and per-
forms  the  knowledge  reasoning  task  through  matrix
transformation or inner product of vectors. Typical mod-
els  include  those  based  on  tensor  factorization,  and
translational distance model, etc.

 3.2.1 Knowledge  reasoning  based  on  tensor   factoriza-
tion　In  the  reasoning process,  the  graph is  represented
as a  tensor,  and  a  high-dimensional  matrix  is  decom-
posed into a low-dimensional matrix by means of tensor
decomposition to infer unknown relationships or entities.
The RESCAL model is  one of the classical models,  trans-
forming high-dimensional and multiple data into a third-
order tensor, reducing the dimensionality while retaining
its  original  data  characteristics [16].  After  decomposition,
the  composition  structure  of  the  entity  or  relationship
vector is obtained, and whether the two are related is in-
ferred  by  determining  whether  the  vectors  have  similar
composition  structures.  As  shown  in Figure  1,  Patient  A
was  diagnosed  with  stroke,  showing  symptoms  such  as
deviation  of  mouth,  tongue,  and  hemiplegia,  poor  skin,
lack  of  verbal  fluency,  salivation  at  the  corners  of  the
mouth,  thin  white  tongue,  and  fine  pulse.  Patient  B  had
similar  symptoms  to  Patient  A.  The  RESCAL  model
showed  that  the  symptoms  of  both  patients  were  highly
similar in structure,  so it  was inferred that Patient B also
had a stroke.

 3.2.2 Knowledge  reasoning  based  on  translational   dis-
tance  model　Knowledge reasoning  based  on  transla-
tional  distance  model  maps  vector  entities  to  a
low-dimensional vector space, regards the relationship in
the  map  as  a  translation  transformation  between  the
head  entity  and  the  tail  entity,  and  verifies  whether  the
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Figure 1   Diagram of the RESCAL model
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h+ r ≈ t

f (h,r, t) = h+ r− tl1/l2

l1 l2

h+ r ≈ t

fact triple  is  reasonable  by  judging  whether  the  transla-
tion vector meets  the condition .  A typical  model
is Translating  Embedding  (TransE),  which  converts  po-
tential feature  representations  by  specific  relational  off-
sets rather than just using simple vector matrix multiplic-
ation [17]. The performance of  the TransE model is  meas-
ured by the score function , where  de-
notes the norm of the difference vector  or  . The mod-
el allows  inference  to  be  made  on  fact  triples.  For  ex-
ample,  the  triple  formed  by  the  symptom,  prescription,
and the name of the prescription (weakness of the limbs
and  yellowing  of  the  face,  prescription,  Buyang  Huanwu
Decoction) are shown in Figure 2. The symptoms of limb
weakness and yellowing are represented by the vector h,
the prescription of Buyang Huanwu Decoction is repres-
ented by t, and the relationship between them is  repres-
ented by r. If  is met in the vector space, it means
that  the  symptoms  of  weak  limbs  and  yellowing  of  the
face can  be  treated  with  the  prescription  Buyang  Huan-
wu Decoction. Due to the limitations of the TransE mod-
el  in  dealing  with  self-reflexive,  one-to-many,  many-to-
one,  and  many-to-many  relationships,  researchers  have
enhanced  the  TransE  model  and  designed  the  TransH
model [18]. The TransH model solves the problem of using
different  representations  of  the  same  entity  in  different
relationships by defining a hyperplane and a relationship
vector for each relationship and projecting the entity onto
the hyperplane of the specific relationship to achieve dif-
ferent representations  of  the  entity  in  different  relation-
ships. For example, the disease names “stroke” “cerebral
infarction” and “cerebral ischaemia” are expressed differ-
ently in different semantic contexts, but the projections in
vector space  all  represent  “stroke”.  This  model  can  pro-
mote  the  research  and  application  of  relevant  criteria  of
TCM.

 
Y

h

r

t

XO

 
Figure 2   TransE model diagram
Head+ relation ≈ tail ≈, h + r  t, head represents the head entity,
tail represents the tail entity, and relationship represents the re-
lationship between the two.

 3.3 Knowledge reasoning based on neural networks

Neural  networks  learn  to  simulate  human  thought  and
perception.  The  input  data  of  each  neuron  is  multiplied
by a certain weight and the product of the two is mapped

to  another  feature  vector  space  by  a  function  mapping.
The  neurons  are  then  bias  adjusted,  and  the  activation
function normalized  in  the  space  to  the  output.  Know-
ledge  graphs  combined  with  neural  network  technology
learn the  structure  and  semantic  features  of  the  know-
ledge graphs in greater depth, and can better infer the im-
plicit relationships in knowledge graphs and verify the ex-
isting  entities  and  relationships.  Knowledge  reasoning
based  on  neural  networks  generally  refers  to  the  use  of
certain  properties  of  neural  networks  for  inference [19],
such as  predicting the missing part  of  a  triple  or  reason-
ing about the existence of a relationship between two en-
tities at the beginning and end of a multi-step path. Rep-
resentative methods include knowledge reasoning based
on convolutional neural networks and knowledge reason-
ing based on recurrent neural networks.

 3.3.1 Knowledge reasoning based on convolutional neur-
al  networks　Knowledge reasoning  based  on  convolu-
tional neural  network  refers  to  the  extracting  local  fea-
tures in  entities  through  convolutional  operations,  em-
bedding  representations  of  entities  and  relationships  in
the knowledge  graph  to  form  an  image-like  two  dimen-
sional  (2D)  structure,  and  the  extracting  entity  features
through convolutional  kernels  in  the  convolutional  net-
work to  predict  the  implicit  relationships  between  entit-
ies. Among  the  typical  methods  are  models  such  as  De-
scription-embodied Knowledge  Represen-tation  Learn-
ing (DKRL) and Convolutional 2D Knowledge Graph Em-
beddings (ConvE).

The DKRL model is a continuous bag of words model
(CBOW) and a  deep convolutional  neural  model  (CNN),
which are used for the semantic description of entities to
learn  the  unordered  features  and  word  order  features  of
text data in order to reduce the impact of data sparsity [20].
As  shown  in Figure  3,  the  CBOW  model  encoder  selects
the keywords of  the entity  and sums up the embeddings
of all the keywords to obtain the embedding of the entity.
Since  the  CBOW  model  has  difficulty  in  capturing  the
word order information, which reduces the quality of the
extracted keywords, the CNN encoder is added to obtain
the entity encoding. As shown in Figure 4, the CNN mod-
el first preprocesses the original text and word represent-
ation, while the phrase vocabulary from the training set is
initialized with  embedding  using  word2vec,  then  convo-
lutional  operations  are  performed  to  extract  some  of  the
features,  and  then  the  pool  is  trained  using  the  scoring
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Figure 3   CBOW encoder model diagram
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function.  The  DKRL  model  not  only  improves  the  entity
representation  differentiation  capability,  but  also
achieves  the  embedding  representation  of  new  entities.
When  a  new  entity  is  generated,  the  DKRL  model  can
generate a corresponding entity representation based on
a short information description of the new entity for tasks
such as knowledge reasoning.

Subsequently,  scholars  have  proposed  the  ConvE
model, which  is  a  multilayer  convolutional  neural  net-
work model  including  convolutional,  projection,  and  in-
ner  product  layers [21].  The  model  is  converted  into  a  2D
tensor by  embedding  a  representation  entity  and  a  rela-
tional  vector  stack,  and  undergoes  operations  such  as
convolution,  pooling,  and  fully  connected  projection  to
extract entity and relational feature information, which is
then computed  with  the  matrix  and  tail  entities  to  de-
termine  the  credibility  of  the  current  triple.  The  model
performs embedding  matching  with  the  candidate  tar-
gets  during  the  inner  product  calculation,  and  reasons
about the new links in the knowledge graph therewith.

 3.3.2  Knowledge  reasoning  based  on  recurrent  neural
networks　Knowledge  reasoning  based  on  recurrent
neural networks refers to the acquisition of entity content
through  recurrent  structures  to  predict  missing  parts  of
the  graph.  NEELAKANTAN  et  al. [22] argue that  know-
ledge  reasoning  that  fuses  relational  paths  and  neural
networks is  more worthy of  study and propose the Path-
Recurrent  Neural  Network  (Path-RNN)  model,  where
Path Ranking Algorithm (PRA) is  used to  find a  different
path for each relation type and the embedding of the bin-
ary relation in that path is used as an input vector to out-
put a relation vector through the relational semantic nei-
ghborhood of the entire path between the head entity and
the tail entity. Similarity is caultulated for the whole path
vector representation and the vector representation of the

relationship to  be  predicted,  and  the  predicted  relation-
ship vector corresponding to the highest value of the sim-
ilarity  result  is  the  target  path.  For  example,  using  the
Path-RNN  model  to  calculate  the  similarity  between  the
overall  path  formed  by  stroke  symptoms,  syndrome
types, prescriptions, and the relationship between stroke
pointing  to  Buyang  Huanwu  Decoction,  it  can  be  rea-
soned  that  stroke  characterized  by  Qi  deficiency  and
blood stasis can be treated with Buyang Huanwu Decoc-
tion. The Path-RNNN model diagram is shown in Figure 5.

In addition  to  the  typical  reasoning  methods  men-
tioned  above,  many  experts  and  scholars  at  home  and
abroad have continued to work on knowledge reasoning
techniques and their application in recent years, propos-
ing many  new  reasoning  models  and  applying  know-
ledge reasoning techniques to a wide range of areas in the
medical  field.  For  example,  KUMAR  et  al. [23] proposed  a
hybrid  approach  that  comines  instance-based  reasoning
and rule-based reasoning, which was applied to a clinical
decision support  system  in  an  intensive  care  unit  to  im-
prove its monitoring and care capabilities. KAREGOWDA
et  al. [24] improved the  accuracy  of  diabetes  assisted  dia-
gnosis  to  a  certain  extent  by  using  a  hybrid  reasoning
model combining  genetic  algorithm  and  back  propaga-
tion neural network. LIU et al. [25] proposed a knowledge-
based reasoning model for semantic prediction based on
cross-language vocabulary (CLSP), defining the language
with annotated semantics as the source language and the
language without  annotated  semantics  as  the  target  lan-
guage, embedding the words of the original language and
the target language into the same semantic space through
joint learning, and then seeking the source language with
similar meanings to the words to be recommended in the
target  language,  and  recommending  semantics  for  the
target  words  with  the  annotation  information  of  the
source language. In addition, path-based graph structure
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inference  algorithms,  such  as  the  PRA [26] and its  modi-
fied version  Constant  and  Reversed  Path  Ranking  Al-
gorithm  (Cor-PRA) [27],  Coupled  Path  Ranking  Algorithm
(CPRA) [28],  Enhanced  Link  Prediction  (ELP)  and  others
can also use the paths between entities as features to de-
termine  whether  there  is  a  target  relationship  between
entities, and these methods can automatically mine path
rules  and  are  interpretable.  In  summary,  research  and
results  related  to  knowledge  reasoning  have  contributed
to the  development  of  the  healthcare  field,  and  have  ex-
tremely broad application prospects and social value [29].

 4 Application of TCM knowledge reasoning

Domestic and foreign researchers have paid much atten-
tion  to  the  study  of  knowledge  reasoning  techniques  in
medicine. In foreign studies based on western medicine,
scholars have  continued  to  try  to  apply  knowledge  reas-
oning  techniques  to  assistive  clinical  treatment  systems.
For example, FECHOK et al. [30] used the biolink model as
a high-level ontology for knowledge representation of re-
lationships between medical entities with the help of the
knowledge  graph-based  biomedical  data  translator,  and
combined it  with the MACT question evaluation system,
which  led  to  improved  performance  of  the  Q&A  system.
The  MYCIN  treatment  system  developed  by  Stanford
University is able to perform rule-based reasoning on the
knowledge  of  medical  experts  with  a  heuristic  backward
reasoning strategy  to  help  doctors  with  diagnosis  assist-
ance and antibiotic  dosing recommendations for  hospit-
alized  patients  with  bloodstream  infections,  and  gives
reasonable antibiotic  dosing  recommendations  in  rela-
tion  to  the  patient's  weight [31].  Subsequently,  Stanford
University developed a PUFF pulmonary function testing
system to  assist  medical  specialists  in  performing  pul-
monary function tests, which has been validated in clinic-
al trials with a success rate of 93% [32].  CASNET, a system
developed  by  Rugers  University,  uses  uncertainty-based
reasoning to  assist  doctors  in  the  diagnosis  and  treat-
ment of glaucoma. In China, many scholars have applied
knowledge reasoning techniques to the field of TCM, us-
ing  traditional  knowledge  reasoning  and  knowledge
graph-based  knowledge  reasoning  techniques  to  carry
out theoretical innovations and their applications. For ex-
ample, LIU et al. [33] quantified symptom descriptions in-
to numerical  matrices  with  the  help  of  BP  neural  net-
works, automatically reasoned out the evidence typing of
hypertension by defining a rule base, and simulated pre-
scriptions to realize the direct mapping from evidence to
prescription,  which  improved  the  clinical  decision-mak-
ing  ability  of  TCM  practitioners.  WEI  et  al. [34] discussed
the  knowledge  representation  and  reasoning  methods
used in  the  development  of  digital  dialectic  in  TCM,  fo-
cusing on the idea of “treatment based on pattern differ-
entiation”, which is of great significance in promoting the
development of intelligentual assisted diagnosis in TCM.
ZHU  et  al. [35] took  an  ontology-based  approach  to  the

semantic expression  of  asthma  disease  patterns,  symp-
toms, and  medication  by  extracting  the  knowledge  re-
lated  to  asthma  from  TCM  literature.  WU  et  al. [36] used
rule-based reasoning to build a decision aid system based
on  the  Drools  rule  engine  to  predict  specific  symptoms
and  complications  of  diabetes  mellitus,  improving  the
self-measurement  ability  of  the  diabetic  population,  and
the  clinical  diagnosis  and  decision-making  ability  of
health care professionals. HAO [37] described the five steps
of constructing the knowledge graph, and gave the defini-
tions  of  four  types  of  entities,  namely,  “western  disease”
“syndromes”  “Chinese  medicine”  and  “symptoms”.  By
obtaining  entities,  attributing  relationships  and  seman-
tics,  the  entities  and  relationships  are  fused  to  generate
ontologies,  and  the  rule-based  knowledge  reasoning
method  is  used  to  realize  the  construction  of  the  TCM
health knowledge graph. In summary, experts and schol-
ars  at  home  and  abroad  are  keen  to  apply  knowledge
reasoning  technology  in  the  research  of  assisted  clinical
diagnosis  and  treatment  systems,  and  achieve  corres-
ponding  results,  which  has  to  a  certain  extent  promoted
the  development  of  information-based  and  intelligent
TCM.

In recent  years,  the  state  has  attached  great  import-
ance to the inheritance,  innovation,  and development of
TCM,  and  actively  encouraged  the  application  of  new
generation information technology such as artificial intel-
ligence to assisted TCM diagnosis and treatment systems
to promote the inheritance and innovation of the clinical
experience  of  prestigious  Chinese  physicians [38].  TCM
knowledge  reasoning  technology  is  a  key  component  in
the assisted TCM diagnosis and treatment system, which
can  be  used  to  conduct  research  on  assisted  diagnosis
and treatment with the clinical  experience of  prestigious
Chinese physicians, and effectively improve the accuracy
of diagnosis and treatment of the assisted TCM diagnosis
and treatment system.

With the “healthy China strategy” in full swing, people
are paying more and more attention to health issues, and
the problem between the increasing demand for medical
care and  the  insufficient  supply  of  superior  medical  re-
sources is  becoming  more  and  more  pressing.  The  ap-
plication  of  knowledge  reasoning  based  on  knowledge
graph technology in assisted diagnosis and treatment [39],
assisted  decision  making [40], knowledge  recommenda-
tion [41], and medical knowledge Q&A [42, 43] has greatly im-
proved the level of primary healthcare services and allevi-
ated certain urgent problems in the medical field.

 5 Summary

Through  a  typological  investigation  of  knowledge  rea-
soning  methods  and  research  on  the  application  of
knowledge reasoning in the field of TCM, it is found that
there are still many problems to be solved in the research
of  knowledge  reasoning  in  Chinese  medicine.  Among
them, the development of knowledge reasoning based on
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knowledge  graphs  in  the  field  of  TCM  is  still  limited  by
the complexity of TCM knowledge and the existing infer-
ence  capability,  and  no  significant  breakthrough  has  yet
occurred  for  three  main  reasons.  Firstly,  it  is  difficult  to
construct  TCM  knowledge  graphs.  The  lack  of  unified
standards for TCM knowledge, the high number of specif-
ic  textual  symbols  and  conventional  symbols  signifying
professional concepts  in  the  field,  the  strong  profession-
alism of  terms,  as  well  as  the  frequent  existence  of  phe-
nomena,  such  as  multiple  meanings  of  one  word  and
multiple words with one meaning, have increased the dif-
ficulty of  constructing  TCM  knowledge  graphs  to  a  cer-
tain extent. Secondly, it is difficult to choose a method for
reasoning about TCM knowledge. The knowledge system
in the  field  of  TCM  is  characterized  by  ambiguity,  com-
plexity, and diversity. The individualization and personal-
ization of  TCM treatment are prominent,  and the result-
ing knowledge graph with few samples in the field of TCM
has  a  greater  probability  of  incorrect  a  priori  knowledge
during model  training,  which  further  affects  the  inter-
pretability of the knowledge reasoning model and the ac-
curacy of  the  results,  making  it  difficult  to  select  a  suit-
able  knowledge  reasoning  model  for  the  TCM  assisted
diagnosis and treatment system. Thirdly, the interpretab-
ility of TCM knowledge inference models is relatively low.
At present,  various  types  of  knowledge  reasoning  meth-
ods  are  being  developed  under  different  research
paradigms, and it is difficult to strike a balance in the pro-
cess  and  accuracy  of  TCM  knowledge  reasoning.  Their
degree of fitting to complex and diverse TCM knowledge
is not high, and they cannot solve problems such as devi-
ations between  inference  results  and  reality  due  to  vari-
able disease symptoms,  which reduces the interpretabil-
ity of the models.

In summary,  the current problem of  restricted devel-
opment of TCM needs to be further addressed by explor-
ation of  more diverse reasoning structures as  well  as  the
theoretical  construction  and  practical  application  of
knowledge  reasoning  strategies  suitable  for  the  complex
reasoning patterns of TCM, so as to assist TCM experts to
carry  out  diversified  decision-making  and  promote  the
development of TCM inheritance and innovation.
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基于知识图谱的中医药知识推理研究
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【摘要】随着互联网技术的广泛应用，中医药行业领域数据规模呈指数型增长，如何从中筛选出有用的知识并

有效组织和表达备受关注。知识图谱由此而生，基于知识图谱的知识推理成为研究的热点之一。本文首先简要

介绍知识图谱和知识推理的发展及探讨知识推理的意义。其次，介绍主流的知识推理方法分类，包括基于传统

规则的推理、基于分布式特征表示的推理、基于神经网络的推理。再以脑卒中疾病为实例，对知识推理方法进行

阐述，总结常用知识推理方法的原理及特点，并梳理近些年知识推理技术在中医药领域的研究与应用。最后，总

结中医药知识推理发展所面临的问题，提出构建适合中医药领域的知识推理模型的重要性。

【关键词】中医药；脑卒中；知识图谱；知识推理；辅助决策；TransE 模型
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