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ABSTRACT 
 

Background: 

Numerous applications of artificial intelligence have been applied in radiological imaging ranging from           
computer-aided diagnosis based on machine learning to deep learning using convolutional neural networks. 
One of the nuclear medicine imaging tests being commonly performed today is bone scan. The use of deep 
learning methods through convolutional neural networks in bone scintigrams has not been fully explored. Very 
few studies have been published on its diagnostic capability of convolutional neural networks in assessing        
osseous metastasis.  

Objective: 

The aim of our study is to assess the classification performance of the pre-trained convolutional neural            
networks in the diagnosis of bone metastasis from whole body bone scintigrams of a local institutional dataset.  

Methods: 

Bone scintigrams from all types of cancer were retrospectively reviewed during the period 2019-2020 at the 
University of Perpetual Help Medical Center in Las Pinas City, Metro Manila. The study was approved by the 
Institutional Ethical Review Board and Technical Review Board of the medical center.  Bone scan studies should 
be mainly for metastasis screening. The pre-processing techniques consisting of image normalization, image 
augmentation, data shuffling, and train-test split (testing at 30% and the rest (70%) was split 85% for training 
and 15% for validation) were applied to image dataset.  Three pre-trained architectures (ResNet50, VGG19, 
DenseNet121) were applied to the processed dataset. Performance metrics such as accuracy, recall (sensitivity), 
precision (positive predictive value), and F1-scores were obtained. 

 

Results: 

A total of 570 bone scan images with dimension 220 x 646 pixel sizes in .tif file format were included in this 
study with 40% classified with bone metastasis while 60% were classified as without bone metastasis.        
DenseNet121 yielded the highest performance metrics with an accuracy rate of 83%, 76% recall, 86% precision, 
and 81% F1-score. ResNet50 and VGG19 had similar performance with each other across all metrics but         
generally lower predictive capability as compared to DenseNet121. 

 

Conclusion: 

A bone metastasis machine learning classification study using three pre-trained convolutional neural networks 
was performed on a local medical center bone scan dataset via transfer learning. DenseNet121 generated the 
highest performance metrics with 83% accuracy, 76% recall, 86% precision and 81% F1-score. Our simulation 
experiments generated promising outcomes and potentially could lead to its deployment in the clinical practice 
of nuclear medicine physicians. The use of deep learning techniques through convolutional neural networks has 
the potential to improve diagnostic capability of nuclear medicine physicians using bone scans for the              
assessment of metastasis. 
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INTRODUCTION 
 

In the recent years, numerous applications of artificial 
intelligence (AI) have been applied in radiological          
imaging ranging from computer-aided diagnosis based 
on machine learning to deep learning using                     
convolutional neural networks (CNN) [1]. Deep learning 
techniques have been  studied for various potential    
applications such as data acquisition, image                   
reconstruction and image registration, image                
segmentation, image classification and lesion                
segmentation  [2]. The seeming endless applications in 
radiological imaging being considered a data-rich         
medical specialty have been made possible due to the 
advances and widespread availability not only in          
hardware but in software as well [3]. However, for many 
radiologists and nuclear medicine physicians, the term AI 
appears to be a blackbox with doubts on its                   
interpretability and perceived as a threat to their clinical 
practice [4].    

 

One of the nuclear medicine imaging tests commonly 
performed today is bone scan. Its primary indication is to 
detect the presence of osseous  metastasis which would 
then suggest that the cancer has reached its advanced 
stage with a median survival of a few months and having 
limited appropriate therapies    [5,  6]. Many cancers, like 
breast, prostate, and lung malignancies are known to 
spread to the bones. In 25-40% of advanced breast can-
cer patients, bones are usually the first site of distant 
metastasis [7]. In prostate cancer, the metastatic depos-
its in the axial skeleton can cause pain, debility and/or 
functional impairment impacting the quality of life of the 
patients [8]. 

 

The use of CNN in bone scintigrams has not been fully 
explored. Very few studies have been published on the  
diagnostic capability of CNN in assessing osseous           
metastasis. Papandrianos et al developed a robust CNN 
architecture for bone metastasis diagnosis using whole -
body scan images with an impressive classification       
accuracy of 92.50% besting other popular and                
well-known CNN architectures for medical imaging like 
ResNet50, VGG16, MobileNet, and DenseNet [6]. Using a 
meticulous exploration of CNN hyperparameter selection 
and fine-tuning, Papandrianos et al, applied a CNN      
model for the classification of bone scans for  metastasis 
among prostate cancer patients. The model yielded       
classification testing accuracy of 97.38% outperforming 
VGG16, ResNet50, GoogleNet, and MobileNet [9]. In    

another study involving 14,972 bone lesions from whole 
- body bone scans the authors compared a 2D CNN 
based on the RestNet50 architecture with InceptionV3, 
VGG16, and DenseNet169. Results showed their CNN 
model bested other pre-trained architectures with an 
average sensitivity, specificity, accuracy, positive          
predictive value, and negative predictive value for all 
visible bone lesions at 81.30%, 81.14%, 81.23%, 81.89%, 
and 80.61%, respectively [10]. In a masteral thesis by 
Dang, the author designed a CNN to classify hotspots in 
bone scintigram for bone metastasis with a testing     
accuracy rate of 89% [11]. 

 

OBJECTIVE 
 
The aim of our study is to assess the classification         
performance of the pre-trained convolutional neural    
networks in the diagnosis of bone metastasis from whole 
body bone scintigrams of a local institutional dataset. 
The performance metrics include accuracy, precision, 
recall and F1-score.   
 

MATERIALS AND METHODS 
 
Bone scintigrams during the period 2019-2020 at the 
University of  Perpetual Help Medical Center in Las Pinas 
City, Metro Manila were retrospectively reviewed. The 
study was approved by the Institutional Ethical Review 
and Technical Review Boards of the medical center and 
was conducted in accordance with the Declaration of  
Helsinki for the ethical conduct of research involving    
human participants. The machine learning pipeline for 
this study is shown in Figure 1.   

 

Characteristics of Dataset 
 
Bone scintigrams from all types of cancers during the 
period 2019-2020 of the medical center were included in 
the study. The bone scan studies should be mainly for 
metastasis screening. Other indications of bone scans 
such as assessment of metabolic bone disease,             
osteomyelitis versus cellulitis, loosening of implants/
prosthesis, identification of primary bone tumors, etc. 
were excluded in the study. 

 

Bone scan images consisted of whole body anterior and 
posterior views with 1024 x 256 pixel resolution. All bone 
scan    procedures   were   performed   with   a    Siemens   
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gamma camera Symbia S series with two heads, with low 
energy high resolution collimators (LEHR), and with 
SyngoVE32B software. Bone scans were obtained 3 
hours after the intravenous administration of 25 - 30 mCi 
of technetium-99m methylene diphosphonate (Tc-99m 
MDP) using a low-energy  high-resolution collimator,    
matrix size of 1024 x 256, an acquisition time of 15 – 20 
cm/min and photon energy centered on the 140-keV 
photo-peak with a symmetrical 20% energy window [12, 
13]. The scanning procedure was in accordance with the 
guidelines set by the European Association of Nuclear 
Medicine and Society of Nuclear Medicine.  

 

Labelling of Images 
 

The interpretation of bone scan images was performed 
by a board-certified nuclear medicine physician with    
almost 25-year clinical experience in bone scan              
interpretation. Quality assurance of all the images before 
its inclusion in the machine learning pipeline was made. 
A pre-processing approach was also done to remove      
artifacts (non-osseous uptake such as urine                  
contamination, site of tracer injection etc) in the original 
images. Images with medical devices such as implant, 
catheters etc were also excluded in the study to avoid  
interference with image interpretation. Additionally, all 
included bone scan whole body images underwent 
deidentification procedure resulting to cropped images 
for inclusion in the study.  Images were then classified 
into two classes: (1) with scintigraphic evidence of bone      
metastasis and (2) without scintigraphic evidence of 
bone metastasis. The following were used as the criteria 

for the scintigraphic evidence of bone metastasis: (a) 
based on the typical patterns of tracer uptake seen in 
metastasis, (b) interval appearance of new bone lesions 
that cannot be ruled out as malignant in follow-up scans, 
(c) presence of flare phenomenon on scans, (d) when the 
accompanying medical records and radiological reports 
(CT scan, radiographs, MRI, PET/CT, bone alkaline       
phosphatase elevation) indicate bone destruction, and 
(e) when bone lesions appeared enlarged after at least 3 
months follow-up. On the other hand, following criteria 
were used to classify bone scan as without scintigraphic 
evidence of bone metastasis: (a) bone lesions confirmed 
to be traumatic in origin, (b) lesions whose tracer uptake 
appeared around the bone joint, (c) lesions which the 
accompanying radiological studies indicate non-osseous 
metastasis and (d) equivocal lesions which lack definitive 
evidence of metastasis.  Figure 2 shows a sample image 
indicating with and without bone metastasis  

 

Pre-Processing Techniques 

 

Numerous pre-processing techniques were applied to 
image dataset. These consisted of (a) image                  
normalization using Min-Max normalization, (b) image 
augmentation, c) data shuffling for random order of the 
datset, and (d) data train-test split.   The dataset was 
split in three parts: testing (30%) and the rest (70%) is 
split 85% for training and 15% for validation. The          
following geometric augmentations were applied to all 
images: (1) zoom range, (2) horizontal flipping,                
(3) rotation range, (4) translation, and (5) shear range.   

FIGURE 1. Machine Learning Pipeline for Bone Metastasis Study 
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FIGURE 2. Sample bone scan image (A) with bone metastasis   and  (B) without bone metastasis  

Architecture of the Convolutional Neural 
Networks 
 
Popular pre-trained CNNs typically used in medical       
imaging were applied to the processed dataset. These 
include ResNet50, VGG19, and DenseNet121. ResNet50 
is a CNN model consisting of 50 layers version of ResNet 
(Residual Neural Network) trained on ImageNet            
database. Its architecture consists of sequences of        
convolutional blocks with average pooling and uses       
softmax at the last layer for classification [14, 15, 16, 17].   
VGG-19 is one of the VGG (Visual Geometry Group) 
based architectures with 19 connection layers, including 
16 convolution layers and 3 fully connected layers. The 
convolution layers extract features of the input images, 
the fully connected layers with softmax make the final 
classification and uses Maxpooling instead of average 
pooling for downsampling to reduce volume size prior to 
classification [15, 17, 18, 19]. DenseNet (Dense             
Convolutional Neural Network) is another type of CNN 
architecture commonly employed for visual object     
recognition. DenseNet121 consists of 121 layers with 
parameters of more than 8 million, divided into         
DenseBlocks.  The layers between the blocks are called 

transition layers and uses a batch normalization for 
down-sampling and employ softmax activation function 
in the last fully connected layer for the classification [16, 
20, 21]. Huan et al have reported the advantages of 
DenseNet121 as follows: alleviation of the vanishing-
gradient problem, strengthening of the feature           
propagation, encourage feature reuse, and substantial 
reduction of the number of parameters [20]. The         
architecture of these pre-trained CNN’s are shown in 
Figures 3 - 6. 

 

All simulation experiments were performed in Kaggle as 
it supports free use of NVIDIA TESLA P100 GPUs. Keras 
2.6.0, TensorFlow 2.6.0., and python language 3.7.10 
were utilized in all simulations. 

 

Performance Metrics 
 

Performance of the pre-trained architectures in the       
classification of bone metastasis, accuracy, recall 
(sensitivity), precision (positive predictive value), and F1 
scores were computed.  
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FIGURE 4. VGG19 Architecture (Source:[19]) 

FIGURE 3. ResNet50 Architecture (Source:[14]) 

RESULTS 
 
Included in this study were 570 bone scan images with 
dimension 220 x 646 pixel sizes in .tif file format of which 
228 (40%) images were classified with bone metastasis 
while 342 (60%) images were classified as without bone 
metastasis. Majority of our cases were females at 68% 
with breast cancer as the most common type of           
malignancy. The clinical characteristics of bone scan     

patients is seen in Table 1.  
 
DenseNet121 yielded the highest performance metrics 
with an accuracy rate of 83%, 76% recall (sensitivity), 
86% precision (positive predictive value), and 81% F1 -
score. ResNet50 and VGG19 had similar performance 
with each other across all metrics but generally lower 
predictive capability as compared to DenseNet121. The 
performance metrics of each architecture are shown in 
Figure 6.  
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DISCUSSION 
 
We have conducted simulation experiments on a bone 
scan dataset of a local medical center. All bone scan    
images underwent data cleaning for quality assurance. 
This was followed by application of pre-processing    
techniques in an attempt to increase the predictive     
capability of CNN models as well as avoidance of         
potential overfitting. The use of geometric augmentation 
is a standard practice in machine learning as it improves 
the performance of CNN models in image classification. 
In our study, DenseNet121 showed the highest             
predictive performance as compared to the VGG19 and 
ResNet50. As compared to other studies reported in the 
literature showing good performance of various           
pre-trained architectures in the classification of osseous 
metastasis from bone scans, our results are generally 
lower [6,9,10,19]. This could be brought about by the 
relatively small number of images included in our         
dataset. Nonetheless, our results are similar to that of                
Papandrianos et al [6], which showed DenseNet121 with 
the highest performance.    
 
Pre-trained CNN models are trained on numerous        
datasets with various categories of images. However, 
these are not trained on radiological images. However, 
transfer learning techniques can still employ these         
pre - trained  models  on   a   variety  of  computer  vision  
problems. This is more particularly prominent in areas 

with limited resources (dataset and computing              
resources). The availability of labelled radiological         
images for deep learning studies are very few. In the 
Philippines, we believe this study is the first its kind in 
applying machine learning techniques in nuclear         
medicine images. 
 
While the pre-trained CNN models have fairly -
satisfactory performance metrics rates suitable for use in 
clinical practice, DenseNet121 obtained the highest         
predictive capability for classifying osseous metastasis. 
Hence, DenseNet121 can be tapped by nuclear medicine 
physicians  as  a  decision support  tool  in  the                 
interpretation of bone scintigrams. Complementing bone 
scan (with well-known excellent sensitivity) with the use 
of these CNN models due to its positive predictive value 
highlights the potential utility of CNN models in the      
clinical practice of nuclear medicine physicians.  
 

CONCLUSIONS 
 

A bone metastasis machine learning classification study 
was performed on a local medical center bone scan      
dataset via transfer learning. Three pre-trained             
convolutional   neural   networks  were  assessed   for  its           
capability to detect  bone metastasis from bone scans. 
DenseNet121 generated the highest performance       
metrics  with  83%  accuracy,  76%  recall,  86%  precision  

FIGURE 5. DenseNet121 Architecture (Source:[20]) 
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TABLE 1. Clinical Characteristics of Bone Scan Patients 

 Clinical Features Percentage (%) 

Male 
Female 

32% 
68% 

Age (years) 46.55 + 8.12 

Type of Malignancy 
   Breast Cancer 
   Prostate Cancer 
   Lung Cancer 
   GI Malignancies (Colon,  
        Rectal, Anal, Appendiceal) 
   Other Malignancies 

  
70 % 
15 % 
2 % 
 2 % 
1 % 

Labelled Images (570 images) 
     With bone metastasis 
     Without bone metastasis 

  
228 (40%) 
342 (60%) 

FIGURE 6. Forest Performance Metrics of the Pre-Trained Architectures  

and 81% F1-score. Our simulation experiments             
generated promising outcomes and potentially could 
lead to its deployment in the clinical practice of nuclear 
medicine physicians. The use of deep learning             
techniques through convolutional neural networks has 
the potential to improve diagnostic capability of nuclear 
medicine physicians using bone scans for the assessment 
of metastasis.  

 

RECOMMENDATIONS 
 

Addition of more bone scan images is highly                  
recommended to improve the performance of the neural 
network models as deep learning techniques generally 
require huge amount of images. Additionally, it is highly 

recommended to do more simulations with other         
pre-trained architectures, using different learning rates 
and different types of optimizers. 
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