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ABSTRACT 

 

Analysis of count event data such as mortality cases, were often modelled using Poisson regression model. 
Maximum likelihood procedures were used by using SAS software to estimate the model parameters of a Poisson 
regression model.  However, the Negative Binomial distribution has been widely suggested as the alternative to 
the Poisson when there is proof of overdispersion phenomenon. We modelled the mortality cases as the dependent 
variable using Poisson and Negative Binomial regression and compare both of the models. The procedures were 
done in SAS by using the function PROC GENMOD. The results showed that the mortality data in Poisson regression 
exhibit large ratio values between deviance to degree of freedom which indicate model misspecification or 
overdispersion. This large ratio was found to be reduced in Negative Binomial regression. The Normal probability 
plot of Pearson residual confirmed that the Negative Binomial regression is a better model than Poisson regression 
in modelling the mortality data. The objective of this study is to compare the goodness of fit of Poisson regression 
model and Negative Binomial regression model in the application of air pollution epidemiologic time series study 
by using SAS software.  
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INTRODUCTION 

The relationships between air pollution and 

mortality are most often studied using time-

series studies. These time-series studies 

analyze daily observations of the number of 

deaths with the daily pollution levels. 

Regression techniques are used to estimate a 

coefficient that represents the relationship 

between exposure to pollution and the health 

outcome.  The usual regression method models 

the logarithm of the outcome to estimate the 

relative risk or proportional change in the 

outcome per increment of ambient pollutant 

concentration. The most widely and 

traditionally used regression model for 

mortality data in environmental epidemiology 

is the Poisson regression model1. A common 

practical problem with Poisson regression is the 

variance of the observed counts is greater than 

the mean, which is also called as 

overdispersion. Inappropriate usage of Poisson 

may underestimate the standard errors and 

overestimate the significance of the regression 

parameters, thus will give misleading 

inferences about the regression parameters2. 

An alternative approach to modelling 

overdispersion is to start from standard Poisson 

regression and add a random effect factor to 

represent unobserved heterogeneity. This is the 

characteristic of a negative binomial 

distribution (NB).  The NB has been proved 

could handle some situations where the Poisson 

model is poor fit. Although there are new 
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methods in statistical modelling done in the 

area of environmental epidemiology such as 

generalized linear mixed-effects model which 

uses the penalized splines as the smoothing 

methods3 or generalized additive models that 

uses natural cubic splines as the smoothing 

methods4,5,6 generalized linear model with 

Poisson and NB regression7  are still been used 

widely in Asian countries in the area of 

environmental epidemiology.  

 
OBJECTIVE OF THE STUDY 
 
The objective of the study is to compare the 

goodness of fit of Poisson regression model and 

Negative Binomial regression model in the 

application of air pollution epidemiologic time 

series study by using SAS software. 

 
METHODOLOGY 
 
Poisson Regression 
Time series modelling of count data using 
Poisson regression model has been the primary 
statistical approach in the environmental 
epidemiology to assess the risks of air pollution 
studies. Counts of independent and random 
occurrences across time have typically been 
modelled as a Poisson process8 that is daily 
mortalities are assumed to follow a Poisson 
distribution. If risk of mortality is influenced by 
seasonal changes, such as weather, air 
pollution, or holiday indicator, then the Poisson 
process will be non stationary. This means that 
the underlying expected mean mortality count 
will change over time depending on these 
variables. Poisson regression modelling provides 
a formal way to evaluate possible associations 
between daily mortality counts and daily 
concentrations of air pollution while controlling 
for possible confounders such as weather or 
holiday indicator. 
 
The Poisson model takes the form of: 
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A quadratic term to the variance representing 
overdispersion has been added in the negative 
binomial model and takes the form as below: 
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 The main assumption under the Poisson model 
is that expected value of the random variable 
Yi (mortality counts) for subject i is equal to its 
variance: 
 
μ = E(Yi) =Var (Yi)   
 
If the Variance in a Poisson model is larger than 
the mean, the model is known as overdispersed 
model and this phenomenon is known as 
overdispersion. 
 
The value of the mean must be greater than 
zero. Therefore the mean can also be written 
in a more generalized linear form given by: 
 

   
n

j jijx
1

exp  ;  i  is the number 

of mortality to be expected. 
 

iniii XXXX ,..., 3,21  are the values of the 

covariates during that time period, and 

the n ,...,, 210 , are the coefficients to be 

estimated by the modelling. 
 
In a negative binomial model, it allows for 
extra-poisson variation due to other variables 
not included in the model. If the K in the 
negative binomial model equals to zero, the 
negative binomial reduces to the Poisson 
model. The larger the value of K, the more 
variability there is in the data over and above 

that associated with the mean i . 

 
Negative Binomial Regression (NB) 
 
Mortality data which is an example of count 
data, often exhibit larger variance than would 
be expected from the Poisson assumption9. 
There are a number of strategies for 
accommodating overdispersion. One of the 
approaches is to retain the use of Poisson error 
distributions but allow the estimation of a  

K is the overdispersion parameter. 
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value of dispersion parameter from data rather 
than defining it to be unity for these 
distributions.  The estimate is usually the 
residual deviance divided by its degrees of 
freedom. Parameter estimates remain the same 
but the parameter standard errors are 
increased by multiplying them by the square 
root of the estimated dispersion parameter. 
This model is called as Quasi-poisson model. 
Greenwood et al suggested another approach 
to the problem was a model in which μ was 
random variable with a gamma distribution 
leading to a negative binomial distribution (NB) 
for the count data. NB regression handles 
dispersion issues by modelling the dispersion 
parameter of the response variable. The 
relationship between variance and mean for NB 
distribution has the form of: 
 

Var (Yi)=   + k
2   

 
 
Residuals for Generalized Linear Models  
Poisson and NB regressions are both 
categorized as Generalized Linear Models 
(GLMs). It is very important when fitting GLMs 
to look at suitable residuals to assess 
assumptions. The popular measures of the 
adequacy of the model fit are deviance 

residuals and Pearson Chi-Square )( 2  

residuals. If the statistical model is correct 
than both quantities are asymptotically 

distributed as 
2  statistics with n-p degrees of 

freedom (df), where n is the size sample and p 
is the number of fitted parameters including 
the intercept.  Due to that, if the regression 
model is adequate, the expected value of both 
the deviance and the Pearson Chi-Square is 
equal or close to n-p (the scaled deviance close 
to 1 or the scaled Pearson Chi-Squared which is 

df/2  is close to 1). Otherwise, the validity 

of the model will be questioned.  
 
The two residuals useful in assessing fitted 
GLMs are deviance residuals and Pearson 
residuals. 

 

The deviance residuals are defined as  

  
D

ir  = sign iii dy 
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Where di  is the contribution of the ith subject 
to the deviance, with total deviance given by  

  D=   
2D

ir  

The Pearson residuals are defined as the 
contribution of the ith subject to the Pearson 
χ2 statistic, 
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So that the χ 2 =  
2P

ir  

Both the Pearson and deviance statistics can be 
used for detecting observations not well fitted 
by the model.  The deviance residuals are more 
commonly used because their distribution tends 
to be closer to normal than that of the Pearson 
residuals.  
 
 
ANALYSIS AND RESULTS 
 
Below is the illustration on the application of 
Poisson regression model and NB model in 
epidemiologic time-series studies. We consider 
using an example from a case study done in 
Klang Valley, Malaysia.  The data consist of 
daily measurements of air pollution level which 
is carbon monoxide (cokl), meteorological 
variables which are mean temperature of the 
day (mean24s) and mean relative humidity 
(meanrels), holiday indicator (holiday), day of 
the week (daywk) and natural mortality counts 
from various causes (nontrkl). Although the 
techniques that we describe are particularly 
useful for analyzing air pollution and health 
data; they are certainly applicable in other 
areas.   
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Table 1. Summary of variables used in the analysis of the data for Klang Valley. 

 

No Variables Description 

1 cokl Daily average of Carbon monoxide levels in ppm. This is the 
current value of single day exposure 

2 meanrels Daily relative humidity 

3 Mean24s Daily average temperature 

4 daywk Day of the week indicator variables  

5 holiday Complete environmental time series data from 1st January 
2000 to 31st Dec 2002 

6 nontrkl Daily natural mortality counts  

 

 

 

The PROC GENMOD of SAS can fit wide range of 
generalized linear models.  The following SAS 
statements use PROC GENMOD to fit the 
Poisson regression 

log(μi) =log ti + 0  + 
1 (alltemp) 

+
2 (allhumid) + 3 (holiday) + 

4 (allco)  

to the Airpoll data with temperature, humidity, 
holiday indicator and carbon monoxide level as 
the explanatory variables: 

proc genmod data=Airpoll.all0002; 
class daywk; 
 model allnontr=t alltemp allhumid holiday 
allco/ 
        dist=poisson  
         link=log; 
estimate 'beta CO'   allco   1  / exp;  
output out=pgmout reschi=rs; 
  run;   

 
Figure 1 which shows the goodness of fit of the 

model, indicate that the value of deviance 

bigger than the n-p or the degree of freedom, 

suggests that the model is overdispersed. 

Likewise, the Pearson Chi-square statistic with 

the value of 1.5204 which is bigger than 1, also 

indicated that overdispersion existed in the 

Poisson regression model. The variance 

(60.412) for mortality data was also found to 

be larger than the mean (39.105). Therefore, 

the assumption under the Poisson regression 

model was found to be violated. 
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The GENMOD Procedure 
                                       Model Information 
 
                 Data Set              ITA.ALL0002 
                 Distribution              Poisson 
                 Link Function                 Log 
                 Dependent Variable       ALLNONTR 
                             

Number of Observations Read        1096 
                           Number of Observations Used        1096 
                                     

 
Class Level Information 

                               
                              Class      Levels    Values 
                               

DAYWK           7    1 2 3 4 5 6 7 
                                    

Parameter Information 
                                    

Parameter       Effect 
                                    

  Prm1            Intercept 
      
     Prm2            T 

                                   Prm3            ALLTEMP 
                                   Prm4            ALLHUMID 
                                   Prm5            HOLIDAY 
                                   Prm6            ALLCO 
 
                             Criteria For Assessing Goodness Of Fit 
 
                  Criterion                 DF           Value        Value/DF 
 
                  Deviance                1090       1655.6491          1.5189 
                  Scaled Deviance         1090       1655.6491          1.5189 
                  Pearson Chi-Square      1090       1657.1902          1.5204 
                  Scaled Pearson X2       1090       1657.1902          1.5204 
                  Log Likelihood                   114290.9525 
 

          Algorithm converged. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Output from Poisson regression 
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The GENMOD Procedure 
 
                                Analysis Of Parameter Estimates 
 
                                  Standard     Wald 95% Confidence    Chi-  
Parameter    DF    Estimate       Error           Limits            Square    Pr 
>ChiSq 
 
 Intercept     1      2.2715      0.3203      1.6438      2.8992      50.30     <.0001 
   
  T            1      0.0000      0.0000     -0.0000      0.0000       0.32     0.5712 
     
ALLTEMP        1      0.0383      0.0079      0.0229      0.0537      23.77     <.0001 
    
ALLHUMID      1      0.0037      0.0015      0.0008      0.0066       6.17      0.0130 
     
HOLIDAY       1     -0.0133      0.0233     -0.0589      0.0323       0.33      0.5671 
    
ALLCO         1      0.0206      0.0130     -0.0049      0.0461       2.51      0.1130 
    
Scale         0      1.0000      0.0000      1.0000      1.0000 
 
NOTE: The scale parameter was held fixed. 
 
 
                                   Contrast Estimate Results 
 
                                Standard                                    Chi- 
 Label             Estimate      Error    Alpha    Confidence Limits    Square   Pr > 
ChiSq 
 
 beta coall          0.0206     0.0130     0.05    -0.0049     0.0461     2.51       
0.1130 
 Exp(beta coall)     1.0208     0.0133     0.05     0.9951     1.0472 
 

 

Figure 2. Continuation from Figure 1       

 

From Figure 1, under the ‘Analysis of 

Parameter Estimates’, we can clearly see that 

temperature and humidity were found to be 

significant towards mortality but the trend, 

carbon monoxide and holiday indicator were 

not significant.   

To run NB regression, by specifying option 

DIST=NB in the model statement. The Deviance 

has an approximately chi-square distribution 

with n-p degrees of freedom, where n is the 

number of observations, p is the number of 

predictor variables (including intercept), and 

the expected value of a chi-square random 

variable is equal to the degrees of freedom. If 

our model fits the data well, the ratio of the 

Deviance to DF which is the Value/DF should be 

about one. Large ratio values may indicate 

model misspecification or an over-dispersed 

response variable. 

In Figure 3, it was reported that the dispersion 

parameter (k) was 0.0130 and the scaled 

deviance was 1.0110, which was about one. 

This shows that the problem of overdispersion 

has been settled when we applied the data 

using negative binomial model. Temperature 

and humidity were still found to be significant 

in the model. 
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Class Level Information 
 
                              Class      Levels    Values 
 
                              DAYWK           7    1 2 3 4 5 6 7 
 
 
                                     Parameter Information 
 
                                   Parameter       Effect 
 
                                   Prm1            Intercept 
                                   Prm2            T 
                                   Prm3            ALLTEMP 
                                   Prm4            ALLHUMID 
                                   Prm5            HOLIDAY 
                                   Prm6            ALLCO 
 
 
                             Criteria For Assessing Goodness Of Fit 
 
                  Criterion                 DF           Value        Value/DF 
 
                  Deviance                1090       1101.9752          1.0110 
                  Scaled Deviance         1090       1101.9752          1.0110 
                  Pearson Chi-Square      1090       1100.6101          1.0097 
                  Scaled Pearson X2       1090       1100.6101          1.0097 
                  Log Likelihood                   114344.0120 
 
 
          Algorithm converged. 
 
 

The GENMOD Procedure 
 
                                Analysis Of Parameter Estimates 
 
                                 Standard     Wald 95% Confidence     Chi-  
 Parameter     DF    Estimate       Error           Limits            Square    Pr > ChiSq 
 

   Intercept      1      2.2807      0.3921      1.5122      3.0493      33.83        <.0001 
    
 T             1      0.0000      0.0000     -0.0000      0.0000       0.24        0.6260 
   
 ALLTEMP       1      0.0381      0.0096      0.0192      0.0569      15.65        <.0001 
    
 ALLHUMID      1      0.0037      0.0018      0.0001      0.0073       4.03        0.0446 
   
 HOLIDAY       1     -0.0134      0.0285     -0.0693      0.0425       0.22        0.6376 
   
 ALLCO         1      0.0204      0.0159     -0.0108      0.0516       1.64        0.1998 
   
 Dispersion     1      0.0130      0.0016      0.0097      0.0162 
  
 NOTE: The negative binomial dispersion parameter was estimated by maximum likelihood. 

 

Figure 3. Output from Negative Binomial Regression 
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Contrast Estimate Results 
 
                                Standard                                  Chi- 
 Label             Estimate      Error    Alpha    Confidence Limits    Square   Pr > ChiSq 
 
beta coall          0.0204     0.0159     0.05    -0.0108     0.0516     1.64    0.1998 
    
Exp(beta coall)     1.0206     0.0162     0.05     0.9893     1.0530 
 
 
 
Figure 4. Continuation from Figure 3 
 
The PROC UNIVARIATE was done to plot the 

probability plot to assess the GLMs using the 

Pearson (CHI) residuals. 

  proc univariate data=pgmout noprint; 

  var rs; 

  probplot rs / normal; 

  run; 

The probability plots were shown in Figure 5 

and Figure 6 The plot associated with Poisson 

regression shows a bigger residuals, ranging 

from -6 to 6, while the plot associated with 

Negative Binomial regression slightly shows a 

smaller residuals ranging from -4 to 4 

Therefore, the plot associated with negative 

binomial errors model appears to be 

satisfactory10.

 

0. 01 0. 1 1 5 10 25 50 75 90 95 99 99. 9 99. 99

- 6

- 4

- 2

0

2

4

6

P

e

a

r

s

o

n

R

e

s

i

d

u

a

l

Nor mal  Per cent i l es

 

Figure 5. Normal probability plot of Pearson residuals from the Poisson regression model  
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Figure 6.  Normal probability plot of Pearson residuals from the Negative Binomial regression 

model  
 

The probability plots were shown in Figure 4.3 
and Figure 4.4. The plot associated with 
Poisson regression shows bigger residuals, 
ranging from -6 to 6, while the plot associated 
with NB regression slightly shows a smaller 
residuals ranging from -4 to 4 Therefore, the 
plot associated with NB errors model appears 
to be satisfactory10. 
 
 
CONCLUSION 
 
Ignoring overdispersion in the analysis would 
lead to underestimation of standard errors and 
consequently will effects the level of 
significance in hypothesis testing. Therefore by 
using the inappropriate model for count data 
can change a statistical inference11. The 
overdispersion must be accounted for by the 
analysis method suitable for the data. In this 
air pollution and health study, we suggest the 
NB regression model provides a better account 
of the probability distribution of the data than 
the Poisson regression model. 
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