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Introduction

Cardiovascular diseases, cerebrovascular diseases, and 
neoplasms are the top leading causes of mortality in the 
Philippines in  2021. Around 17.8 % of the total deaths in 2020 
have been attributed to heart diseases [1]. The increasing 
morbidity and mortality posed serious significant burden to 

the country's healthcare system. Lifestyle-related habits such 
as alcohol consumption, smoking, poor diet and nutrition, 
high sedentary behaviour, overweight, and obesity have been 
increasingly implicated in the high rates of heart disease 
among Filipinos [2]. To reduce the increasing mortality, it is 
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ABSTRACT

Methodology: Various machine learning algorithms were applied on an anonymized publicly available 
cardiovascular dataset from a machine learning data repository (IEEE Dataport). A web-based application 
system named Heart Alert was developed based on the best machine learning model that would predict the 
risk of developing heart disease. An assessment of the effects of different optimization techniques as to the 
imputation methods (mean, median, mode, and multiple imputation by chained equations) and as to the 
feature selection method (recursive feature elimination) on the classification performance of the machine 
learning algorithms was made. All simulation experiments were implemented via Python 3.8 and its machine 
learning libraries (Scikit-learn, Keras, Tensorflow, Pandas, Matplotlib, Seaborn, NumPy). 

Conclusion: The performance of the best four machine learning models suggests that for this dataset,  
imputation technique for missing values may or may not be done. Likewise, recursive feature elimination for 
feature selection may not apply as all variables seem to be important in heart disease prediction. An early 
accurate diagnosis leading to prompt intervention efforts is very crucial as it improves the patient's quality of 
life and diminishes the risk of developing cardiac events.

Keywords: heart disease prediction, machine learning, imputation techniques, feature selection, support 
vector machine.

Background: Cardiovascular diseases belong to the top three leading causes of mortality in the Philippines 
with 17.8 % of the total deaths. Lifestyle-related habits such as alcohol consumption, smoking, poor diet and 
nutrition, high sedentary behavior, overweight, and obesity have been increasingly implicated in the high 
rates of heart disease among Filipinos leading to a significant burden to the country's healthcare system. The 
objective of this study was to predict the presence of heart disease using various machine learning algorithms 
(support vector machine, naïve Bayes, random forest, logistic regression, decision tree, and adaptive 
boosting) evaluated on an anonymized publicly available cardiovascular disease dataset. 

Results: The support vector machine without imputation and feature selection obtained the highest 
performance metrics (90.2% accuracy, 87.7% sensitivity, 93.6% specificity, 94.9% precision, 91.2% F1-score and  
an area under the receiver operating characteristic curve of 0.902 ) and was used to implement the heart disease 
prediction system (Heart Alert). Following very closely were random forest with mean or median imputation and 
logistic regression with mode imputation, all having no feature selection which also performed well.  
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necessary to identify people at risk for heart disease so that 
early and prompt interventions on treatment and counseling 
can be initiated [3]. Although there has been a significant 
improvement in diagnostic procedures in the recent years, 
cardiologists and primary care physicians often encounter 
difficulties in the early detection and diagnosis of heart 
disease [4]. In most cases, patients are usually asymptomatic 
in the early course of the disease. It is only when there is an 
abnormal laboratory test results during routine check-ups 
such as annual physical examination of employees that 
clinical suspicion of heart disease is entertained. By the time a 
patient is overtly symptomatic like having anginal chest pain, 
shortness of breath, and body weakness, heart disease may 
already be in its advanced course. It is in this area where 
machine learning would be of paramount importance in 
developing an efficient and accurate prediction model, 
particularly in the early stages of the disease. This machine 
learning model can be implemented via a web application 
that could be incorporated in clinical practice by physicians. 
Machine learning is being rapidly developed in cardiovascular 
research to diagnose diseases and predict risks and 
outcomes. Many health researchers have applied machine 
learning models because of the excellent performance in 
pattern recognition and disease classification. However, most 
of the anonymized publicly available clinical datasets are 
noisy, inconsistent, and redundant which require proper pre-
processing steps before applying any machine learning model 
[5]. Accurate heart disease prediction using machine learning 
technique is seen as an important potential support tool for 
health professionals in their decision-making process, 
enabling a more personalized treatment for patients leading 
to increased chances of controlling modifiable risk factors for 
cardiovascular disease [6-8].   

In the study by Patel et al. using the Framingham dataset 
to predict the likelihood of Chronic Heart Disease, the 
authors applied several machine learning models (support 
vector machine, decision tree, and naïve Bayes) [9]. They also 
reported that their models can be used by healthcare 
institutions to predict chronic heart disease beforehand and 
hence, the necessary preventive precautions can be 
instituted. Alsafi and Ocan applied an optimization machine 
learning technique for coronary heart disease diagnosis 
involving the Framingham heart disease dataset. They also 
used a feature-selector optimization model to select the best 
subset of chronic heart disease features and applied SMOTE 
(synthetic minority oversampling technique) to solve the 
class imbalance problem. Their results showed their 
proposed random forest optimization had the best 
performance accuracy at 90% [10].  In the study by Yazdani et 

al. [11], the authors used Weighted Associative Rule Mining 
(WARM) to predict heart disease applied to the Cleveland 
Heart dataset. Their results showed that the assignment of 
appropriate weight scores has improved the confidence level 
of prediction of heart disease. Bharti et al. [12], studied 
various machine learning algorithms (logistic regression, k-
Nearest Neighbors, decision tree, support vector machine, 
random forest, XGBoost) and deep learning methods applied 
to the University of California Irvine Machine Learning Heart 
Disease dataset. Three approaches were made: (1) without 
Feature selection and with no outlier detection, (2) with 
feature selection but without outlier detection, and (3) with 
feature selection and outlier detection. The best models 
were obtained using the 3rd approach (with feature selection 
and outlier detection) with an accuracy rate of 94.2%. Lin 
applied six machine learning algorithms (logistic regression, 
k-Nearest Neighbors, adaptive boosting, random forest, and 
extreme gradient boosting) on Cleveland Heart Disease [13]. 
Results showed random forest with the best classification 
performance metric accuracy (84.8%), F1 score (82.9%), 
precision-recall area under the curve (PRC-AUC of 0.909), and 
receiver operating characteristic curve (ROC-AUC 0.917).  
Khdair made a comparative analysis of different machine 
learning techniques (logistic regression, support vector 
machine, k-Nearest Neighbors, and multilayer perceptron 
neural networks) to predict chronic heart disease using South 
African Heart Disease from KEEL machine learning repository 
[14]. The results showed support vector machine with the 
highest overall classification performance. Patro et al. 
applied k-Nearest Neighbors, naïve Bayes, support vector 
machine, lasso and ridge regression algorithms in predicting 
heart disease [15]. Support vector machine obtained the best 
classification performance at 92% accuracy and F1-score of 
85%. Akella and Akella [3] applied different machine learning 
algorithms (logistic regression, random forest, support vector 
machine, k-Nearest Neighbors and neural networks) to 
predict the presence of coronary artery disease using the 
Cleveland Heart Dataset. All machine learning algorithms 
obtained accuracies greater than 80%, with the neural 
networks generating the best classification performance with 
more than 93% accuracy rate and 93% recall. 

The objective of the study is to predict the presence of a 
heart disease using a variety of machine learning (ML) 
algorithms namely: Support Vector Machine (SVM), Naïve 
Bayes (NB), Random Forest (RF), Logistic Regression (LR), 
Decision Tree (DT), and Adaptive Boosting (AB) evaluated on 
an anonymized publicly available cardiovascular disease 
dataset. It is also aimed to create an application system based 
on the top-performing machine learning model that would 
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Dataset Description

An anonymized publicly available dataset, Heart Disease 
Dataset (Comprehensive), taken from a machine learning 
data repository (IEEE Dataport) was used in this research 
study [16]. It is a curated dataset which combined five (5) 
independently available heart disease datasets, namely, 
Cleveland, Hungarian, Switzerland, Long Beach VA, and 
Statlog (Heart) with 12 common features including the 
target variable (diagnosis of heart disease). The seven 
categorical attributes are sex, chest pain type, fasting blood 
sugar, resting ECG, exercise angina, ST slope, and the target 
variable. On the other hand, the five numeric attributes 
include age, resting blood pressure, cholesterol level, max 
heart rate, and old peak. (See appendix for the description 
of these variables.)

predict the risk of developing heart disease. Furthermore, 
the study also aimed to assess the effect of different 
imputation methods: Mean, Median, Mode, and Multiple 
Imputation by Chained Equations (MICE) and Recursive 
Feature Elimination (RFE) as a feature selection technique on 
the classification performance of different machine learning 
algorithms. Classification metrics  computed were the F1-
score, accuracy, and area under the receiver operating 
characteristic curve (AUC).

 
Methodology

The research framework for heart disease classification 
was performed in several stages. After loading the dataset, 
pre-processing methods were applied to the dataset. These 
methods were as follows: (1) data cleaning, (2) imputation 
techniques for missing data, (3) normalization of dataset, and 
(4) feature selection to remove redundant features. Data 
cleaning included measures to assess the presence of missing 
or null entries and duplicate records. The duplicate records 
were then dropped from the dataset. The column titles were 
also renamed and the spaces (" ") were removed and 
replaced with underscores ("_") to easily call and use the data. 
Data transformation was also performed, with the int values 
converted to float. A variety of machine learning algorithms 
were then tested on the dataset followed by an assessment of 
its performance. The model with the best performance was 
used to create the Heart Alert web application. Fig. 1 shows 
the development framework for Heart Alert.

The optimization processes used were imputation 
techniques and feature selection method. Four imputation 
techniques were tested on the dataset: Mean, Median, 

Optimization Processes

 

The web application named “Heart Alert” was developed 
using the best-performing model. The web application used 
an open-source app framework in python called Streamlit to 
build the front end of the application. The web application 
was hosted on the local server.     

Results and Discussion

Web Application 

Mode, and Multivariate Imputation by Chained Equations. 
For the feature selection method, recursive feature 
elimination was used in the dataset to select the features 
that will have the best predictive power on heart disease 
classification.

The data was divided into 80% training and 20% testing 
with a 10-fold cross-validation technique.  Six ML algorithms 
were tested on the dataset: SVM, NB, RF, LR, DT, and AB. 
Python 3.8 and its various machine learning libraries (Scikit-
learn, Keras, TensorFlow, Pandas, Matplotlib, Seaborn, and 
NumPy) were utilized in our simulation experiments. To 
assess prediction performance,  the metrics computed were 
F1-score, accuracy, and AUC. For the top-performing models, 
recall or sensitivity and specificity were also assessed.

Machine Learning Models

The performance metrics of the various models 
highlighting the effects of the imputation techniques are 
seen in Table 1. When there is no imputation technique 
applied to the dataset, the best-performing model was 
obtained by SVM with 90.2% accuracy, 91.2% F1-score, and 
0.902 AUC.   On closer inspection, there was a prominent 
increase in the accuracy rates by 4.3 percentage points for 
RF with mean and median imputation and for LR with mode 
imputation. On the other hand, a prominent decrease in the 
accuracy rates was observed in SVM with mode imputation 
and MICE imputation (6.5 - 8.7%), NB with median 
imputation (4.3%), DT for all types of imputation (4.4% - 
5.5%). The rest of the models did not exhibit any prominent 
changes in the accuracy rates.  Likewise, almost the same 
pattern was observed for the changes in the AUC values. A 
prominent decrease in the AUC was observed in SVM with 
mode and MICE imputation, DT for all types of imputation. A 
prominent increase in the AUC was noted for LR with mode 
imputation. For F1-scores, a prominent decrease was 
evident in the SVM with mode and MICE imputation and DT 
with MICE imputation. On the other hand, a prominent 
increase in F1-score was seen in RF with mean and median 
imputations. Nevertheless, SVM without imputation 
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Figure 1. Heart  Alert Development Framework

remains to be the top-performing model at 90.2% accuracy 
followed by RF with mean and median imputation and LR 
with mode imputation, all with 89.1% accuracy rate. Despite 
the seeming improvement in the performance metrics for 

some ML models (RF with mean and median imputation and 
LR with mode imputation), this is still not sufficient to 
surpass the performance of SVM without imputation. This 
pattern suggests that the effects of imputation techniques 
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The comparative performance metrics to assess the 
effects of RFE are shown in Table 2. Generally, there were no 
prominent changes in the accuracy, AUC, and F1-scores 
across all ML models when RFE was applied to the dataset. 

on the performance are largely dependent on the ML model 
and possibly the nature of the dataset.

This suggests that for this specific dataset, feature selection 
may not be useful and perhaps all features are important for 
predicting the presence of heart disease. It should be noted 
that the dataset for this study was an aggregation of five 
cardiovascular datasets of which only the common 
attributes or predictors were extracted. These common 
attributes may already represent the important and non-

Heart Alert: A heart disease prediction system using machine learning approach  and optimization techniques 

Table 1.  Performance Metrics for Heart Disease Prediction - Assessment of Imputation Techniques

Imputation Used ML Model Accuracy F1-score AUC

No Imputation SVM 90.2 91.2 0.902

NB 85.3 85.7 0.853 

RF 84.8 86.0 0.846 

LR 84.8 87.4 0.836

DT 81.0 81.1 0.810

AB 85.9 88.1 0.857

Mean Imputation SVM 86.4 88.2 0.858

NB 88.6 88.9 0.886

RF 89.1 90.9 0.887

LR 82.1 84.2 0.815

DT 75.5 78.3   0.750 

AB 84.8 87.7 0.854 

Median Imputation SVM 86.4 87.4 0.863

NB 81.0 82.2 0.811

RF 89.1 91.1 0.883

LR 84.2 85.6 0.846

DT 76.6 78.3 0.772

AB 87.5 87.2 0.875

Mode Imputation SVM 81.5 84.1 0.816

NB 83.7 84.7 0.837

RF 84.2 85.7 0.839

LR 89.1 89.4 0.891

DT 75.5 78.3 0.764

AB 86.4 86.9 0.866

MICE Imputation SVM 83.7 86.0 0.830

NB 84.8 86.0 0.848

RF 85.3 87.7 0.850

LR 82.1 83.4 0.820

DT 76.1 76.8 0.761

AB 88.0 89.5 0.881
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The confusion matrix of the best performing ML Models 
in heart disease prediction based on simulation 
experiments (with and without imputation technique, with 
and without feature selection or RFE) is seen in Table 3. The 
performance of the top four models seems to be similar or 
comparable to each other across all metrics suggesting that 
for this dataset, imputation technique may or may not be 
applied for missing values. Likewise, RFE for feature 
selection was not applied as all variables seem to be 
important in heart disease prediction. Nonetheless, the 

redundant predictors for heart disease. As such, feature 
selection may no longer be suitable.  Nonetheless, the best 
model for both scenarios with or without RFE, appears to be 
SVM with accuracy rates of 90.2% and 89.1%, respectively.

best model is SVM without any imputation technique and 
no feature selection as it obtained the highest metric values.

In this study, a web application named “Heart Alert” was 
created based on the best model for predicting heart 
disease. The Heart Alert System as seen in Figure 2 is a form 
containing the following fields: age, sex, chest pain type, 
resting blood pressure, cholesterol level in mg/dl, fasting 
blood sugar, resting electrocardiographic results, maximum 
heart rate achieved, exercise induced angina, old peak, and 
heart rate slope. Sex has two radio buttons, both for male 
and female options. Likewise, fasting blood sugar also has 
two radio buttons, both for lower than 120 mg/dl and 
higher than 120 mg/dl options. The following accepts 
numerical values: age ranging from 1 to 121, resting blood 
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Table 2.  Comparative Performance Metrics of ML Models with Recursive Feature Elimination

Feature Selection ML Model Accuracy F1-score AUC

Without Imputation, Without RFE SVM 90.2 91.2 0.902

NB 85.3 85.7 0.853

RF 84.8 86.0 0.846

LR 84.8 87.4 0.836

DT 81.0 81.1 0.810

AB 85.9 88.1 0.857

Without Imputation, With RFE SVM 89.1 89.8 0.890

NB 85.3 85.1 0.853

RF 85.3 86.6 0.852

LR 84.2 84.7 0.842

DT 79.3 80.0 0.794

AB 85.3 87.6 0.847

Table 3.  Confusion Matrix and Performance Metrics of the Best-performing ML Models 

No RFE) 

SVM
(No Imputation 

No RFE)
(Mean Imputation, 

RF

No RFE)

RF
(Median Imputation,

LR
(Mode Imputation, No 

RFE)

Actual Predicted
+          -

Predicted
+         -

Predicted
+         -

Predicted
+         -

With Heart Disease
Without Heart Disease    [ 5      73]]

[[93      13] [[100    14]
     [ 6    64]]     [ 7      62]]

[[102     13]
    [7     80]]
[[84     13]

Accuracy 90.2 89.1 89.1 89.1

Recall/Sensitivity 87.7 87.7 88.7 86.6

Specificity 93.6 91.4 89.9 91.9

Precision 94.9 94.3 93.6 92.3

F1-score 91.2 90.9 91.1 89.4



sugar ranging from 1 to 500, cholesterol level ranging from 1 
to 1000, max heart rate achieved ranging from 1 to 300, 
while old peak accepts a numerical input up to two decimal 
places.  A dropdown box was used for chest pain type with 
four options (typical angina, atypical angina, non-anginal 
pain, and asymptomatic); resting rlectrocardiographic 
result with three options (normal, ST-T wave abnormality, 
and possible or definite left ventricular hypertrophy); 
induced angina with two options (yes and no); heart rate 
slope with three options: (upsloping or better heart rate 
with exercise (uncommon), flatsloping, or minimal change 
(typical healthy heart), and downsloping, or signs of 
unhealthy heart). Figure 2A  shows a low risk for heart 
disease prediction output shown at the bottom of the 
prediction result page while the high risk for heart disease 
prediction output is shown in Figure 2B. Most of the studies 
in the literature pertain to the development of machine 
learning models with acceptably good performance. 
However, majority of these works were not deployed in 
clinical work due to the absence of a functioning application 
that a physician can utilize. With this application, Filipino 
doctors can avail of its use as a decision support tool 
particularly in the early stages of the disease, suggesting its 
potential utility in clinical practice.   

Four different types of imputation methods were 
analyzed in this research. Imputation is a method for 
replacing missing data with some substitute value as 
opposed to simply removing the data from the dataset. 
Usually in medical datasets, any missing values directly 
affect the accuracy of clinical decision-making [17]. A study 
indicated that the seriousness of missing values depends on 
how much data is missing, the pattern of missing data, and 
the mechanism underlying the missingness of the data [18]. 
They also reported deletion from the dataset to be the 
simplest method to use, however, it also introduced bias in 
analysis particularly when the missing data is not randomly 
distributed. The study by Khan and Hoque [19]reported that 
a simple solution of ignoring observations with missing 
values is not a problem when there are very few 
observations.  If there is a large number of observations with 
missing values, this causes a significant loss of information 
and a decrease in the statistical power of the study.  A simple 
way to do the imputation is to substitute the mean, median, 
or mode for the missing data. This is an easy step and very 
suitable for small numerical datasets. However, this simple 
imputation method may also produce bias or unrealistic 
results on high-dimensional data sets and seems to be 
performing poorly on big data sets [18].  But it should be 
noted that this method does not consider correlations 

A wrapper method using RFE as a feature selection 
technique was illustrated in this research work. Feature 
selection removes redundant features which can be 
expressed by other attributes as well as irrelevant features 
which do not contribute to the performance of the model 
[23,24]. The reduction in the number of attributes leads to a 
reduction of the computational complexity of prediction 
algorithms which in turn increases the accuracy rate of the 
models as well as avoids potential overfitting [25]. RFE 
reduces model complexity by removing attributes one at a 
time until it automatically finds an optimal number of features 
based on the cross-validation score of the model [26,27]. 

between predictors as well as account for uncertainty in the 
imputations [19].  On the other hand, multiple imputation 
methods produce many values for replacing a missing value 
using different simulation modes. They are complex in 
nature but they do not suffer from biased values like single 
imputation. MICE is one the most common and flexible 
method of multiple imputation [20]. It iteratively fits a 
predictive model for each variable with missing values, 
conditional on other variables in the data [21].  Javadi et al., 
indicated the use of MICE imputation using a mix of 
parametric and nonparametric methods. Though the 
default setting in MICE implementation is for imputation 
models to include variables as linear terms only with no 
interactions, they have indicated that the omission of 
important nonlinear terms may lead to biased results [22].

The results of this study are comparable to the finding of 
other studies that uutilized machine learning in heart disease 
prediction [3-5,7,9-15]. Our findings suggest the utility of 
machine learning methods to make a reliable and accurate 
prediction of heart disease. An early accurate diagnosis 
leading to prompt intervention efforts is highly important as it 
warrants prompt intervention methods to improve the 
patient's quality of life, diminish the risk for developing heart 
failure and other cardiac events [3,6-9,28]. This research, 
thus, provide useful insights in the development of 
automated models that can assist healthcare professionals in 
the assessment of heart diseases. Using data analytics and 
machine learning, physicians can have a better understanding 
of cardiovascular diseases contributing to prompt and 
improved diagnosis thereby leading to early institution of 
treatments for patients.

Cardiovascular diseases belong to the top three leading 
causes of mortality in the Philippines with 17.8% of the total 

Conclusion
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Figure 2. Heart Alert System - for Heart Disease Prediction Output. (A) Low Risk for Heart Disease, (B)  High Risk for Heart Disease.
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Future enhancement of this work should focus on the 
inclusion of other techniques for imputation and other feature 
selection methods. The determination of feature importance 
of attributes coupled with the interpretability of ML results 
using methods of explainable AI for better understanding of 
health professionals is also highly recommended Likewise, 
datasets combining  symptoms, clinical laboratory results, 
and/or cardiac imaging features such as echocardiography or 
myocardial perfusion imaging can also be explored to 
generate superior diagnostic accuracy in predicting heart 
disease. It is also recommended to test the web application 
among Filipino patients to determine its suitability in local 
clinical practice. These findings are promising and have 
generated useful insights in the development of automated 
models with high accuracy and reliability which can be of use 
to health professionals in heart disease assessment.

deaths. Lifestyle-related habits such as alcohol consumption, 
smoking, poor diet and nutrition, high sedentary behavior, 
and obesity have been increasingly implicated in the high 
rates of heart disease among Filipinos leading to a significant 
burden on the country's healthcare system. Six machine 
learning algorithms aiming to predict the risk of a person 
having heart disease were tested. An assessment of the 
effects of different optimization techniques as to the 
imputation and feature selection methods was also done. 
The best-performing model was obtained by support vector 
machine with no imputation nor feature selection technique 
obtaining a 90.2% accuracy, 87.7% sensitivity, 93.6% 
specificity, 94.9% precision, 91.2% F1-score, and an AUC of 
0.902. Following very closely were random forest with mean 
or median imputation and logistic regression with mode 
imputation, all having no feature selection which also 
performed well.  The performance of the best four machine 
learning models suggests that for this dataset, an imputation 
technique for missing values may or may not be applied. 
Additionally, a recursive feature elimination for feature 
selection need not be applied as all variables seem to be 
important in heart disease prediction. An early accurate 
diagnosis leading to prompt intervention efforts is very 
crucial as it improves the patient's quality of life and 
diminishes the risk of developing cardiac events. The 
potential deployment of these machine learning models in 
clinical practice can further enhance the diagnostic acumen 
of health professionals. The primary limitation of this 
research is the use of small datasets due to the unavailability 
of large and open-source cardiovascular datasets. 
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APPENDIX

Appendix A. Description of Variables of Comprehensive Heart Disease Dataset

 Attribute Variable Type Description Feature Values

Sex Categorical Gender of patient 0: Female,  1: Male

Chest Pain Type Categorical Type of chest pain experience by patient
2 : Atypical Angina
3 : Non-anginal pain
4 : Asymptomatic

1 : Typical

Fasting Blood Sugar Categorical Blood sugar levels on fasting >120 mg/dl 0: False
1: True

Resting ECG Categorical Result of Electrocardiogram while at rest 0: normal
1: ST-T wave abnormality
2: ventricular hypertrophy

Exercise Angina Categorical Exercise induced angina 1: yes
0: no

ST Slope Categorical ST segment measured in terms of slope during peak exercise 1: Upsloping 

3: Downsloping
2: Flat 

Target Categorical 0: no disease
1: disease

Age Numeric Age of patient in years

Resting BP Numeric Resting blood pressie (in mmHg on admission to the hospital)

Cholesterol Numeric Serum cholesterol in mg/dl

Max Heart Rate Numeric Maximum heart rate achieved

Old Peak Numeric ST depression induced by exercise relative to rest 
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