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ABSTRACT 
 
Driving activity has become more important as this medium being practical, it is also cheaper and faster in 
connecting human from one to another place. However, in some occurrence, it can cause accidents as they become 
fatigued while driving. Driver fatigue is one of the top contributors to the road accidents and can be dangerous as 
other road safety issues such as drink driving. Worst is, there are no laws regulating driver fatigue.  Therefore, the 
main purpose of this study is to develop the regression model of apsychophysical factor for drivers’ fatigue which can 
predict the relationship between the process input parameters and output responses. The study was participated by 
ten subjects. The heart rate was taken and recorded using heart rate monitor. Design Expert 8.0.6 software was used 
for the regression analysis. The modeling validation runs werewithin the 90% prediction intervals of the developed 
model and the residual errors were less than 10%. The R2 value is 0.9400 whichmeans that the linear regression line 
passed exactly through all points. The significant parameters that influenced the heart rate were also identified.The 
parameters are time exposure, type of road, and gender.  
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INTRODUCTION 
 
Fatigue can be defined as extreme tiredness 
brought about by not enough rest over a period 
of time whether from mental or physical exertion 
or illness. For a good quality of sleep each night 
people needs between seven or eight hours. 
People with the fewer hours of sleep can cause 
sleep debt risk or sleep deficit, which can impair 
reaction time and decision making when they are 
behind the wheel. Indirectly, increases the risk 
of being involved in an accident. If a driver falls 
asleep for just four seconds while traveling at a 
speed of 100 km/h the car will have gone 111 
meters without a driver in control1. At high 
speed, a crash is likely with a high risk of death 
or severeinjuries.  
 
The Royal Malaysian Police (RMP) is one of the 
agencies responsible for collecting accident data 
in Malaysia and all road accidents must be 
reported to the police. Based on provisional data 
by the RMP, there were 6,674 road fatalities and 
476,196 road accidents have been reported in 
20142. From the number of accidents reported, 
some of the crashes were caused by the factor of 
fatigue. The in-depth crash investigations on 
some crash cases carried out by Malaysia 
Institute of Road Safety (MIROS) (2015), found 
that risky driving, speeding, and fatigue are main 
causes of traffic accidents in Malaysia from 2007 
to 2010 as shown in Table 13. While from 2011 
through 2013, it was reportedthat fatigue was 
the fifth contributing factor of road accidents as 
represented in Table 23. There is no data 

reported for 2014 until 2016.Hence, early 
detection of driver fatigue is very important in 
order to reduce the number of accidents. 
 
Table 1 – Crash contributing factors from 
2007 through 20103 

Main crash contributing factors 
out of 439 cases 

Number % 

Risky Driving 121 28 
Speeding  93 21 
Fatigue 70 16 
Safety, Health, and Environment 38 9 
Road Defects 36 8 
Driving Under the Influence 24 5 
Brake Defects 20 5 
Conspicuousness 18 4 
Tyre Defects  14 3 
Overloading 11 3 

 
Table 2 – Crash contributing factors from 
2011 through 20133 

Main crash contributing factors 
out of 439 cases 

Number % 

Risky Driving 75 29 
Speeding  68 26 
Conspicuousness  55 21 
Road Defects  27 10 
Fatigue 17 7 
Brake Defects  6 2 
Tyre Defects  4 2 
Driving Under the Influence 3 1 
Safety, Health, and Environment 2 1 
Overloading 2 1 
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Previous research has found physiological signals 
of thedriver such as heart rate are good 
indicators of drowsiness. As the stress response 
of organs occurs during fatigue, 
thecardiovascular nervous system will adapt or 
set up appropriately. Hence, the beginning of 
fatigue causes changes in the bio-electrical 
signals, such as the electrocardiogram (ECG), are 
cording of electrical signals produced by the 
electro-dynamic functioning of the heart4. The 
previous study has shown that the ECG signal and 
its derived information, which consist of the 
information of the heart rate (HR), heart rate 
variability (HRV) and frequency of breath, 
haveaconnection with fatigue.  However, this 
study only focuses on heart rate. Heart rate is 
the number of heartbeats,generally expressed as 
beats per minute (bpm)4.  According to Sun et 
al.5based on the previous study entitled 
Performance Decrement during Prolonged Night 
Driving by Riemersma et al.6 report that the HR 
of drivers would decrease during long-time night 
driving4-6. Besides, the HR reflected the physical 
and mental level under different task 
requirement and thus could be used as fatigue 
monitoring and detection. The previous study 
also had considered that the changes of HR could 
be influenced byfatigue. Hence, this study 
focused on the heart rate monitor for 
psychophysical factor as it gives effect on fatigue 
level of the drivers. Psychophysical originally is 
from the word psychophysics which describes as 
one method that can be used to estimate 
acceptable load under avariety of force, 
repetition, posture and duration conditions7. 
 
The objective of this study is to formulate and 
validate the regression models of psychophysical 
factor (heart rate) using ergonomics approach in 
solving the driver fatigue. The modeling work is 
based on the regression analysis in the form of 
the polynomial equation, which defines the 
relationship between the input parameters and 
output responses. The aim of thepolynomial 
function is to explain the relationship within the 
range of the independent variables determined 
during the development of the function. A least 
square technique is used to select the polynomial 
equation to represent the model. This technique 
used to minimize the residual error measured by 
the sum of square deviations between the actual 
and predicted responses. The regression 
coefficients of the model should be calculated in 
order to test the statistical significance, which 
can be carried out by using analysis of variance 
(ANOVA). The tests for significance of the model, 
thesignificance of individual model coefficient, 
and lack of fit are performed by ANOVA8. The 
regression analysis in modeling and optimization 
has been applied and highly demand in various 
fields, from food products to electronic 
technologyas it is being practical, economy and 
relative ease of use9-11. Published work of 
regression modeling on driver fatigue and 

ergonomics study is lacking. A wide range of 
factors affecting fatigue is still not modeled12 
and psychophysical and biomechanical factors 
are one of them. 
 
METHODS 
 
Subject and Population 
 
The subjects are normal and have healthy 
bodies. Besides that, all the subjects told that 
they are refrained from drinking coffee, tea or 
alcohol, smoking, and free from taking any 
medicine. The health evaluation has been done 
24 hours before the experiment to ensure they 
have enough habitual amount of sleep at night 
before the experiment in order to avoid sleep 
deprivation13.  There were ten (five males and 
five females) healthy and experiences drivers 
served as the subjects for this study. The 
subjects represented three populations of each 
gender; big, average, and small. However, 
theonly average population is been discussed in 
this paper. 
 
Questionnaire and Respond Analysis 
 
In this experiment, the questionnaires were 
distributed to the subjects as to investigate the 
driving experience while undertaken the 
experiment. The questionnaire consists of three 
parts; personal information, driver’s comfort 
experience throughout the type of road 
conditions, and driver physical comfort. The 
subjects are required to answer the 
questionnaire before and after the experiment. 
 
Test Apparatus and Protocol 
 
Proton Saga FLX 1.3L engine with automatic 
transmission was used as the test vehicle. This 
car was chosen, as it is a national car, which also 
a well-known national symbol of Malaysia. 
Besides, Proton Saga FLX has been choosing 
based on themajority of Malaysian population 
used it as Proton Saga can be categorized as 
affordable cars or economic cars14. Polar Watch 
S610i has been used in this research as the heart 
rate monitor. This device displays the heart rate 
as beat per minute (bpm) and percentage (%) of 
maximum heart rate (HRmax, average heart 
rate, and exercise duration. Besides, this device 
can predict the maximal oxygen uptake. Figure 1 
shows the Polar watch S610i used to record the 
heart rate of thesubject during this study. 
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Figure 1 – Polar watch S610i 

 
Regression Analysis 
 
In developing and formulating the regression 
modeling, regression data analysis was carried 
out through this study. The regression analysis is 
suitable and the application of regression 
analysis in modeling and optimization has been 
proven in various fields. This analysis interprets 
the relationship between one or more output 
responses with the significant input factors. 
Design Expert 8.0.6 software was used to carry 
out this analysis. Several steps have been 
followed in order to analyze the data collected15. 
The output responses data for each experimental 
run were entered into the respective run number 
matrix. The software recognizes which models 
choose for further analysis. The identification 
and selection are based on the sequential sum of 
square. Through this analysis, the models were 
compared tothe statistical significance of adding 
model terms to those already in the model. The 
highest degree model that has a p-value less 
than 0.10 should be chosen as the model to 
represent the model.  Then, thesignificant of the 
model, significant parameter and interaction 
factors of the selected model were determined 
using the ANOVA. The Prob>F value is small or 
less than 0.1 indicates that the model or factors 
have a significant effect on the output response. 
This final equation of the model then been 
validated by using quantitative validations to 
analyse the results and the validation runs must 
meet this two following conditions; (1) The 
validation run outcome based on specific output 
parameters within 90% of its predictive interval, 
(2) The accuracy of a process model can be 
assessed by using residual error method with 
respect to the validation run16. The residual error 
is the percentage difference between the 
validation run value and predicted value over the 
predicted value. The residual error was 
calculated through the Design-Expert software 
capability, and the percentage value should be 
less than 10% to represent the accuracy of the 
model. 
 
 

RESULTS AND DISCUSSION 
This section presents the results and discussions 
of this study regarding a development, 
formulating and validation of regression model 
for psychophysical factor (heart rate) using 
ergonomics approach for driver fatigue through 
regression analysis. The psychophysical factor 
(heart rate) has been proven as a factor leading 
to driver fatigue among the Malaysian. Thus, this 
study will develop the regression model based on 
this factor as to solve the driver fatigue 
problems. 
 
Regression Modeling of Psychophysical Factor 
(Heart Rate, bpm) 
 
All the data of the measurement of heart rate 
(HR) was recorded in Table 3. The table shows 
the data that used in formulating the regression 
modeling for the HR of the subjects. In this 
study, thirty-two experimental runs were carried 
out with three factors were studied as the input 
parameters; time exposure, type of road, and 
gender. While HR (bpm) as the output response 
in this experimental runs. Two HR measurement 
were recorded per sample and the average HR 
were calculated.This average values used as the 
output response of the process as reflected in 
Table 3. 
 
Determination of Appropriate Polynomial 
Equation to Represent Regression Model 
 
The sequential model sum of squares (SMSS), 
lack of fit test, and model summary statistic (R2 
value) in the Design-Expert software was carried 
out to determine the appropriate polynomial 
equations to represent the regression model for 
the HR as shown in Table 4, Table 5, and Table 6  
respectively. All these analysesare carried out in 
order to determine the appropriate model to 
represent the relationship between the input 
parameter; type of road, gender, and time 
exposure, with the resultant or output response; 
heart rate (bpm) in this study. All analyses 
suggested the relationship between factors and 
output response can be modeled using a Linear 
equation. 
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Table 3 – Experimental runs and results of HR, bpm 
 

Std Run Factor 1 Factor 2 Factor 3 Response 1 

A: Time Exposure, min B: Type of Road C: Gender Heart Rate, bpm 

1 1 15.00 Straight Female 112 
2 2 15.00 Straight Female 108 
3 3 15.00 Straight Male 110 
4 4 15.00 Straight Male 101 
5 5 15.00 Winding Female 137 
6 6 15.00 Winding Female 132 
7 7 15.00 Winding Male 128 
8 8 15.00 Winding Male 126 
9 9 15.00 Uphill Female 125 
10 10 15.00 Uphill Female 123 
11 11 15.00 Uphill Male 124 
12 12 15.00 Uphill Male 120 
13 13 15.00 Downhill Female 118 
14 14 15.00 Downhill Female 119 
15 15 15.00 Downhill Male 116 
16 16 15.00 Downhill Male 114 
17 17 30.00 Straight Female 88 
18 18 30.00 Straight Female 90 
19 19 30.00 Straight Male 95 
20 20 30.00 Straight Male 90 
21 21 30.00 Winding Female 119 
22 22 30.00 Winding Female 122 
23 23 30.00 Winding Male 118 
24 24 30.00 Winding Male 116 
25 25 30.00 Uphill Female 112 
26 26 30.00 Uphill Female 113 
27 27 30.00 Uphill Male 114 
28 28 30.00 Uphill Male 111 
29 29 30.00 Downhill Female 111 
30 30 30.00 Downhill Female 104 
31 31 30.00 Downhill Male 98 
32 32 30.00 Downhill Male 101 

Abbreviations and Notes: Std = Standard, bpm = beats per minute

 
 
Table 4 – Sequential model sum of squares (SMSS) analysis for HR model 
 

Sequential Model Sum of Squares 

Source Sum of 
Squares 

df Mean 
Square 

F 
Value 

p-value 
Prob> F 

 

Mean vs Total 4.084E+005 1 4.084E+005    

Linear vs Mean 4336.16 5 867.23 81.46 < 0.0001 Suggested 
2FI vs Linear 105.47 7 15.07 1.67 0.1763  

Quadratic vs 2FI 0.000 0    Aliased 

Residual 171.34 19 9.02    

Total 4.130E+005 32 12906.09    
Abbreviations and Notes: df = degree of freedom, F= indicate One way ANOVA test, FI = factor of interaction 

 
 
Table 5 – Lack of fit test for the HR model 
 

Source Sum of 
Squares 

df Mean 
Square 

F 
Value 

p-value 
Prob> F 

 

Linear 146.31 10 14.63 1.79 0.1434 Suggested 

2FI 40.84 3 13.61 1.67 0.2135  
Quadratic 40.84 3 13.61 1.67 0.2135 Aliased 

Pure Error 130.50 16 8.16    
Abbreviations and Notes: df = degree of freedom, F= indicate One way ANOVA test, FI = factor of interaction 
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Table 6 – Model summary statistic (R2 Value) 
 

Source Std. 
Dev. 

R-
Squared 

Adjusted 
R-Squared 

Predicted 
R-Squared 

PRESS  

Linear 3.26 0.9400 0.9285 0.9091 419.31 Suggested 

2FI 3.00 0.9629 0.9394 0.8946 486.03  

Quadratic     + Aliased 

Cubic 2.86 0.9717 0.9452 0.8868 522.00 Aliased 
Abbreviations and Notes: Std Dev = standard deviation, FI = factor of interaction, PRESS = prediction sum of squares 

 
The SMSS analysis making acomparison of models 
that show the statistical significance of adding 
model terms to those already in the model. The 
model to represent the process is chosen based 
on the highest degree model that has a p-value 
less than 0.108,17. 
 
Lack of fit test analysis assesses how well each of 
the polynomial models fit the data. This is done 
by comparing the residual error to the pure error 
from replicated design points. As the residual 
error value larger than the pure error, more 
appropriate modeling can be removed.Models 
with significant lack of fit of Prob-F value 0.10 or 
less should not be selected8, 17. 
 
The model summary statistic calculated the 
coefficient method of determination (R2) by 
using the Pearson product moment correlation 
coefficient method, R. This value shows how well 
a regression line represents the data. The 
coefficient of determination value must be in the 
range of 0< R2<1, where thevalue of 1 indicates 
that the regression line passes exactly through 
all points. Hence, the regression line would be 
able to explain all of the variation.While the R2 
value of 0 indicates that no correlation at all 
between both variables being investigated18,19.  

In this study, the relationship between the input 
parameters with responses can be modeledusing 
the linear model as the R2 value is 0.9400, which 
is close to thevalue of 1. Besides, the Predicted 
R2 value, 0.9091 is close to the value of R2, which 
means that the model provides the valid 
predictions. Predicted R2 value is the value that 
indicates how well a regression model predicts 
responses for new observations. In addition, the 
PRESS value for thelinear model, 419.31 is 
smaller than others. PRESS value indicates the 
model’s predictive ability. The smaller PRESS 
value means the better model’s predictive 
ability19,20. 
 
ANOVA for Response Surface Linear Model 
 
Table 7 represents the ANOVA analysis of the 
linear model. The Model F-value of 81.46 
signifies that the model is significant.  From the 
table, a chance of a “Model F-value” this large 
occurs due to noise is only a 0.01%. The accuracy 
and significant of this model are also supported 
by the lack of fit analysis. The “Lack of Fit F-
value” of 1.79 implies the lack of fit is not 
significant relative to the pure error. There is a 
14.34% probability that a “Lack of Fit F-value” 
this large could happencaused by noise. 

 
 
Table 7 – ANOVA analysis of the linear model of HR 
 

ANOVA for Response Surface Linear Model 

Source Sum of 
Squares 

df Mean 
Square 

F 
Value 

p-value 
Prob> F 

 

Model 4336.16 5 867.23 81.46 < 0.0001 significant 
A-Time Exposure 1391.28 1 1391.28 130.68 < 0.0001  
B-Type of Road 2863.59 3 954.53 89.66 < 0.0001  

C-Gender 81.28 1 81.28 7.63 0.0104  
Residual 276.81 26 10.65    

Lack of Fit 146.31 10 14.63 1.79 0.1434 not significant 
Pure Error 130.50 16 8.16    
Cor Total 4612.97 31     

Abbreviations and Notes: df = degree of freedom, Cor = correlation, ANOVA = analysis of variance 

 
The value of p-value less than 0.1 indicate model 
terms are significant. In this case, time 
exposure, type of road, and gender are 
significant influencing factors of the resultant 
heart rate. As the time exposure increases from 
15 minutes to 30 minutes, average heart rate 
reduced from 110 bpm to 89 bpm as shown in 
Figure 2.  This result supported with the previous 

study by Sun et al.4 who reported a decrease in 
heart rate with the increase in time exposure5. 
There was a decreasing trend of HR from early 
experiment to the end of the experiment. This 
trends clearly shows the variation from non-
fatigue to fatigue stage. The decreasing trend of 
HRis occurred due to an insufficient supply of 
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oxygen or called hypoxia as metabolic reactions 
fuelling heart contraction are restricted21,22. 

 
Figure 2 – Behaviour of HR in response to 

variation of time exposure 
 

As shown in Figure 3, the HR changes when the 
subjects drive through different road conditions. 
The result shows that the straight road produced 
the lowest HR among others road condition. 
While the highest HR happened when driving 
through winding road which is 126 bpm of the 
female subjects. This happened due to the 
subjects cautious when turns at thewinding road. 
A published study by Proma et al.23supported the 
result as they reported that the heart rate is 
found to change significantly under differentroad 
conditions with different monotony23. 
 

Figure 3 – Behaviour of HR in response to 
variation of type of road 

As reflected in Figure 4, the HR decreases as the 
gender changes from female to male subjects. 
The HR changes from 101 bpm to 98 bpm as the 
gender change. Female subjects produced more 
HR than male subjects. This is reflected by the 
ANOVA analysis in Table 6 where the linear term 
of gender is a significant term. Besides, the 
previous studies by Theobald and Wändell24, 
Zhang25and Valentini and Parati26claimed that 
male heart rates were lower than those of 
females. These studies supported the result of 
this experiment. 
 

 
Figure 4 – Behaviour of HR in response to 

variation of gender 
 
 
Polynomial Equation 
Based on surface response modeling,thelinear 
polynomial equation was developed. The purpose 
of the linear polynomial equation is to relate the 
input parameters to the resultant of the HR as 
shown in Table 8. The predictions of the 
response or resultant for the given levels of each 
factor can be made by using the equation. 
 
In this equation, the type of road and gender is 
the constant variables, which the value cannot 
be changed once it has been assigned a value. 
While the time exposure is the independent 
variable or manipulated avariable in this 
equation. This variable can change and varies 
over the course of the investigation.
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Table 8 – Polynomial equation for the heart rate in term of actual model 
 

Parameter/Factor Equation 

Type of Road: Straight 
Gender: Female 

Heart Rate = +120.62500 - 0.87917 * Time Exposure 

Type of Road: Straight 
Gender: Male 

Heart Rate = +117.43750 - 0.87917 * Time Exposure 

Type of Road: Winding 
Gender: Female 

Heart Rate = +146.12500 - 0.87917 * Time Exposure 

Type of Road: Winding 
Gender: Male 

Heart Rate = +142.93750 - 0.87917 * Time Exposure 

Type of Road: Uphill 
Gender: Female 

Heart Rate = +139.12500 - 0.87917 * Time Exposure 

Type of Road: Uphill 
Gender: Male 

Heart Rate = +135.93750 - 0.87917 * Time Exposure 

Type of Road: Downhill 
Gender: Female 

Heart Rate = +131.50000 - 0.87917 * Time Exposure 

Type of Road: Downhill 
Gender: Male 

Heart Rate = +128.31250 - 0.87917 * Time Exposure 

 
 
Regression Model Validation 
The analysis continued with the regression model 
validation activity to quantify the accuracy of 
the model through the comparison of 
experimental data with the prediction of the 
model27. This validation is carried out to 
determine if the developed response surface 
model can predict the HR behavior was 
successfully performed. Three sets of process 

parameters were chosen as validation runs by 
using the point prediction capability of the 
Design-Expert software. The predicted HR values 
together with their 90% prediction interval values 
and the residual error were calculated 
automatically using the software capability in 
order to ensure the accuracy of the model. Table 
9 shows the validation results of the three sets of 
parameter settings. 

 
Table 9 – Validation data of HR 
 

Input Parameters Prediction 
(bpm) 

90% PI 
low 

(bpm) 

90% PI 
Hi (bpm) 

Actual 
(bpm) 

Error (%) 

Time 
Exposure 

Type of 
Road 

Gender 

15.00 Straight Female 107.000 101.000 104.000 112.000 4.673 

22.50 Straight Female 101.000 95.000 107.000 103.000 1.980 

30.00 Downhill Male 102.000 96.000 108.000 98.000 3.922 

Abbreviations and Notes: bpm = beats per minute, PI = prediction interval, Hi = high, value Actual (bpm) is based on 
actual experiment, value Prediction (bpm) is based on polynomial equation 

 
The results indicate that actual HR data from the 
validation runs fall within the 90% prediction 
interval and the residual errorsare less than 10%. 
The residual error values are ranging from 
1.980% to 4.673%. The result has met both 
quantitative validation conditions as mentioned 
in section 3.  Hence, it can be concluded that 
the model is accurate enough to predict the 
resultant HR within 90% CI and the residual error 
relative to predicted values are less than 10%. 
Note that, the assumption of classical linear 
regression models (CLRM) is not discussed by the 
authors as this study carried out the validation 
analysis using point prediction capability of 
Design-Expert software. 

CONCLUSION 
 
This paper formulated and developed a 
regression model of psychophysical factor (heart 
rate) that contributes to driver fatigue among 
Malaysian. All objectives were successfully 
achieved through this study. Through this study, 
the regression model in the form of 
thepolynomial equation was successfully 
developed to relate the relationship between the 
HR input process parameters; time exposure, 
type of road, and gender, and one output 
response; HR. The model validation found that 
the HR output of the modeling validation run 
falls within the 90% prediction intervals of the 
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developed model and the residual error values 
were less than 10%. This study identified the 
significant parameters that affected the HR 
through ANOVA analysis during the development 
of the model. HR was influenced by the time 
exposure, type of road, and gender. The result 
shows that the HR of the subjects highest when 
the driving through winding road at the first 15 
minutes and the subjects are female. Besides, 
the author believes that HR monitoring study can 
be used as the method of early driver fatigue 
detection as the fatigue levels or stages can be 
identified early. The authors believe that the 
development of psychophysical factor models for 
the driver fatigue problem among Malaysian 
using regression analysis is a new contribution to 
the body of knowledge. This development of 
regression models has founded the significant 
factors or parameters and interaction between 
factors which, influenced the psychophysical 
factors. There are a large scope and many 
factors which cause the driver fatigue problem 
such as environment, weather, lighting, noise, 
and others to study in future using the same 
methodology. There is an opportunity for the 
industrial area, organization, and road safety 
practitioners to be reviewed in depth. A more 
comprehensive study could be done by involving 
a larger number of drivers, adults, and elderly 
people from different populations in order to 
compare the different result of the study. 
Besides, the type of vehicles or car can be 
variety and the duration of the experiment can 
be longer as to compare with existing result. 
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