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[Abstract]            Eye diagnosis is a method for inspecting systemic diseases and syndromes by observing the eyes. With the development of intelligent diagnosis in traditional Chinese medicine (TCM), artificial intelligence (AI) can improve the accuracy and efficiency of eye diagnosis. However, the research on intelligent eye diagnosis still faces many challenges, including the lack of standardized and precisely labeled data, multi-modal information analysis, and artificial intelligence models for syndrome differentiation. The widespread application of AI models in medicine provides new insights and opportunities for the research of eye diagnosis intelligence. This study elaborates on the three key technologies of AI models in the intelligent application of TCM eye diagnosis, and explores the implications for the research of eye diagnosis intelligence. First, a database concerning eye diagnosis was established based on self-supervised learning so as to solve the issues related to the lack of standardized and precisely labeled data. Next, the cross-modal understanding and generation of deep neural network models to address the problem of lacking multi-modal information analysis. Last, the building of data-driven models for eye diagnosis to tackle the issue of the absence of syndrome differentiation models. In summary, research on intelligent eye diagnosis has great potential to be applied the surge of AI model applications.       
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1  Introduction
Eye diagnosis is a method for inspecting systemic diseases by observing the eyes [1], which includes looking at the eyes to see their appearance, color, and shape. However, its accuracy and consistency are often disputed due to its high reliance on the subjective experience and judgment of doctors. Therefore, the objectification and standardization of eye diagnosis have become urgent issues to be addressed.
With the advancement of computer technologies, artificial intelligence (AI) has made its way into the public view, offering new possibilities for the objectification and standardization of eye diagnosis. The advent of AI has enabled intelligent analysis of information from eye diagnosis by simulating the human thinking process, thus making up for the deficiencies of eye diagnosis in objectification and standardization to a certain extent. Currently, research on intelligent eye diagnosis faces a series of challenges. First, the lack of standardized and strictly labeled datasets is an urgent problem to be solved. In the absence of sufficient and high-quality training data, it is difficult for AI large-scale models to effectively extract and learn accurate information for diagnosis. Second, the lack of analysis on multimodal information limits the scope of research on intelligent eye diagnosis as well. Eye diagnosis involves the observation of multiple aspects such as the appearance, color, and shape of the eyes. This type of information is often stored in images or texts, if not obtained by face-to-face observation. However, existing AI large-scale models usually find it hard to process information stored in such ways [2]. In addition, the lack of symbolic features for AI models to discriminate information effectively is also a major challenge for intelligent eye diagnosis. These difficulties and challenges altogether hinder the development and applications of intelligent eye diagnosis in clinical settings. However, as AI technologies advance, new opportunities and breakthroughs have been presented in the field of research on intelligent eye diagnosis [3]. Large-scale models, based on large-scale deep neural networks, extract information from relevant subjects, acquire knowledge, and simulate human brain-like intelligence through analysis of a large amount of data and computational resources. By fitting, approximating, learning, optimizing, and analyzing the data, large-scale models can gradually learn to think like human brains, making decisions and performing a variety of tasks just as humans do [4]. For example, ChatGPT, a famous AI tool that has been fed with an enormous amount of data, has demonstrated remarkable understanding and task-performing abilities. AI large-scale models like ChatGPT can not only capture rich linguistic features in texts, but also understand and generate content in different forms, such as texts, images, and sounds, providing new perspectives and tools for research on intelligent eye diagnosis.
Therefore, in this paper, we would explore how AI large-scale  models perform tasks of self-supervised learning, cross-modal understanding, and generation, as well as how deep neural network models work. In addition, challenges faced by the research on intelligent eye diagnosis and the implications of AI large-scale  models for the research were discussed, aiming to provide new perspectives and tools for future research and practice in this regard.
2  Key technologies for AI large-scale  models
2.1  Self-supervised learning to overcome data labeling challenges and build AI large-scale  models
To alleviate the burden of constructing databases and improve the domain adaptation capabilities of AI large-scale  models, self-supervised learning was predominantly employed in the training of the AI models, for example, ChatGPT. Self-supervised learning distinguishes itself from both supervised and unsupervised learning, as it derives its supervisory signals directly from the data, which helps the constructed AI models understand the input data more thoroughly, thus effectively reducing the dependence of the learning process on data labels [5]. The training objective of self-supervised learning is independent of annotated labels, instead relying solely on the intrinsic structure and patterns within the data itself. This approach effectively leverages the vast amounts of unlabeled data that are readily available, enabling AI models to engage in data learning without the need for extensive human annotations. In contrast to supervised and semi-supervised learning methods that rely on human annotations, self-supervised learning enables a rapid expansion in both the parameter size and the volume of training data. This scalability significantly enhances the AI models’ generalization performance. As a result, self-supervised learning has emerged as a key element in the success of constructing AI large-scale  models. It addresses the limitations of data, allowing a wider range of applications to harness the power of deep learning techniques.
2.2  Cross-modal understanding and generation-embracing the rise of the multimodal large-scale models
In 2018, Google released Bidirectional Encoder Representations from Transformers (BERT), the first unimodal language model carrying over one million parameters [6]. Since then, the research and application of large-scale  models have witnessed a rapid revolution, expanding beyond text to audio, video, and other modalities, paving the way for the emergence and prominence of multimodal large-scale  models.
Some researchers have started to construct multimodal AI large-scale models for the fusion of graphic and textual modalities using vast text and image datasets. These models, such as Stable Diffusion [7] and ChatGPT-4 [8], aim to achieve cross-modal understanding and generation, demonstrating potential of multimodal large-scale models in bridging the gap between different data modalities. In March 2023, ChatGPT-4 was officially released, expanding its capabilities from textual inputs only to multimodal inputs. Through interactions between linguistic and visual data, ChatGPT-4 learns generalized visual features that can be applied to a variety of visual tasks, including information categorization, retrieval, target detection, video understanding, visual quizzing, image captioning, and even image generation. From a technical standpoint, multimodal large-scale models belong to the category of deep neural networks and have undergone remarkable advancements in their abilities to understand, express, and learn information. These multimodal large-scale models have significantly outperformed traditional machine learning models, boasting exceptional generalization capabilities. Multimodal large-scale models have emerged as a pivotal field of interest, with significant progress achieved in the various applications.
2.3  Deep neural network models-core technology for constructing AI large-scale  models
Deep neural network modeling serves as the cornerstone technology for AI large-scale  models. These networks comprise numerous neurons distributed across different layers, with a typical layer structure encompassing input, hidden, and output layers. Within the networks, each neuron receives inputs from the preceding layer and subsequently calculating its output by applying weights and activation functions. Deep neural network models have achieved remarkable success in numerous fields, such as image recognition, natural language processing, speech recognition, and recommender systems. This has significantly enhanced the power and practical applications of AI technology, making it more widely adopted and utilized. However, despite their remarkable achievements, deep neural network models have also faced a series of challenges, including overfitting, demanding computational hardware, and lack of interpretability. Therefore, ongoing research and continuous improvements are essential to address these challenges and enhance the AI models’ capabilities.
3  Challenges of AI in eye diagnosis
3.1  Lack of normalized and consistently labeled data
Eye diagnosis in traditional Chinese medicine (TCM) is a comprehensive approach that assesses the health status of the human body and the nature of lesions based on the information obtained from observing the eyes. The realization of intelligent eye diagnosis necessitates the comprehensive, standardized, and precise collection of large amounts of information related eye diagnosis. This encompasses details of the ocular surface, such as the pupil, iris, sclera, inner and outer canthi, and eyelids, as well as fundus information, including the optic nerve papilla and retina. Currently, TCM scholars typically utilize clinical cases from a particular expert or cases within a hospital department as the foundation for developing an intelligent diagnostic system [9]. However, the sample data of each study vary considerably, and TCM scholars are often bound by traditional notions of mentor-apprentice succession. This results in a large amount of original data not being publicly released, making it challenging for subsequent TCM scholars to replicate validation studies, conduct new research based on previous work, and realize multi-center and large-sample studies. In addition, TCM diagnostic data are inherently subjective and challenging to integrate effectively, presenting obstacles like homonymy, heteronymy, non-standardized definitions with varying connotations and extensions, and inconsistent quantitative descriptions [10]. Therefore, constructing a database with accurate and standardized representation of TCM diagnostic data, accompanied by precise data labeling, presents a pivotal challenge for the research on intelligent eye diagnosis.
3.2  Lack of multimodal information analysis
The information gathered through eye diagnosis comprises both semantic and image data. Semantic data refer to the meaning embedded in language, encompassing metrics like intraocular pressure, arteriovenous diameter ratio of retinal vessels, and other parameters that can be extracted utilizing current medical equipment. Currently, research on eye diagnosis mainly focuses on investigating the correlations between eye features or objective indicators and the underlying nature of diseases or types of syndromes. Additionally, it explores the utilization of eye features in assessing the efficacy of clinical treatments and identifying variations in body constitution. However, multiple diagnostic analysis algorithms solely rely on a single type of eye-related data for decision-making, which falls short in addressing the intricate complexities of the human body, diseases, and environment. One significant challenge lies in integrating semantic and image data obtained from eye diagnosis to achieve comprehensive fusion analysis [11].
3.3  Lack of discursive modeling
Eye diagnosis indeed boasts a rich historical background, dating back to the Inner Canon of Huangdi (Huang Di Nei Jing, 《黄帝内经》). However, the related knowledge pertaining to this field is fragmented and dispersed across various classical ancient texts. The information obtained from eye diagnosis is prone to subjectivity, as it can be influenced by external environmental factors and natural variations. The lack of objective and quantifiable indicators, and the difficulty in consistently replicating results pose challenges that hinder the further development of eye diagnosis. The field of intelligent diagnosis in TCM has undergone a robust revolution, commencing with TCM expert systems, transitioning through traditional machine learning, and now advancing into the cutting-edge exploration of big data and deep learning. Despite the advancements, models applicable to computer-assisted diagnosis have yet to achieve a significant breakthrough, and there is a lack of corresponding basic theoretical models for TCM diagnosis [12]. This issue, stemming from the inadequate representation of AI models for TCM diagnosis, has impeded the progress of research on intelligent eye diagnosis.
4  Significance of AI large-scale models in eye diagnosis
4.1  Building a database for intelligent eye diagnosis based on self-supervised learning
Self-supervised learning leverages large-scale unlabeled data to pre-train models, enabling them to learn representative features from the data through the automatic generation of labels or tasks. This approach has been widely used in deep learning, especially in the areas of natural language processing and computer vision, where it has achieved remarkable success [13]. Self-supervised learning replaces manual labeling by automatically generating labels, enabling AI models to learn from data actively. Among these approaches, self-supervised learning fed by optimized data is a common approach. This approach typically generates different views or transformations of the data through augmentation techniques, and then uses the autoregressive or comparative nature of the model to optimize its parameters.
To realize intelligent eye diagnosis, it is important to construct a pre-trained database based on self-supervised learning to address the issue of lacking normalized and precisely labeled data. This process includes several key steps, from data acquisition, cleaning, labeling, to dataset partitioning and storage, all of which directly affect the performance and application of the trained AI large-scale  model for intelligent eye diagnosis [14]. First, data acquisition requires the selection of data pertaining to TCM eye diagnosis, which will be processed, i.e., data cleaning, by removing noise and irrelevant information to ensure high quality and applicability of the data. Second, the processed data will be labeled into categories including symptoms, signs, microscopic parameters, and diagnostic results, which play a crucial role in intelligent eye diagnosis.
Increasing the size of the data for model training can enhance the expressive power and generalization capabilities of the trained model, ultimately leading to improved performance on complex tasks [15]. In the exploration of intelligent eye diagnosis, self-supervised learning can be employed with the use of unlabeled eye diagnosis-associated image data, from which it can learn the understanding and representation of eye diagnosis features to improve the performance and accuracy of large AI models for real-world eye diagnosis. However, during the process of constructing a pre-trained database, it is imperative to prioritize privacy protection and adhere strictly to data ethics standards. Relevant laws, regulations, and ethical guidelines must be strictly followed in data collection and processing to ensure the protection of people’s privacy [16]. In summary, constructing a pre-train database for eye diagnosis based on self-supervised learning is crucial for realizing intelligent eye diagnosis. Through reasonable and thorough processes of data collection, cleaning, labeling, and organization, a robust data foundation is well prepared for the subsequent model training.
4.2  Cross-modal understanding and generation of deep neural network models
Currently, research on eye diagnosis is predominantly focused on exploring correlations between single-modal information and the underlying nature or evidence of diseases. However, solely analyzing single-modal information often fails to comprehensively capture patients’ disease conditions, as the assessment of the human body state inherently demands multimodal information. The challenge lies in effectively fusing multimodal information, specifically synthesizing the semantic and image data obtained from eye diagnosis, and integrating them harmoniously. To address this challenge, the development of new algorithms and techniques is crucial for integrating these two sources of information and determining their weights and correlations [17].
Deep neural networks happen to meet the demands with great potential. Deep neural networks excel at dealing with nonlinear mapping relationships and complex multimodal data. Particularly when it comes to the fusion of multimodal information, deep neural networks are able to effectively learn the relationships between the multimodal information, allowing analysis in this regard to be more accurate and comprehensive. XIA et al. [18] used a deep neural network model for analyzing the fusion of multimodal information.
WEN et al. [19] used preprocessed tongue and eye diagnosis images as data inputs for neural network model training, aiming to facilitate the intelligent diagnosis of type 2 diabetes mellitus Yin deficiency. The intelligent eye diagnosis model alone also necessitates learning and assessment capabilities, which are inherent in deep neural network models. Deep neural networks excel at digitally encoding knowledge via network link weights, which they can refine through data-driven learning [20]. Furthermore, they are capable of hierarchically training the model to accommodate inputs from diverse information sources in eye diagnosis, such as image data and semantic data. Deep neural networks are able to automatically extract key features from multimodal information, and then integrate and analyze this data using their powerful analytical capabilities. The core of these networks is that they can learn complex associations between multimodal information to provide accurate diagnostic results.
In addition, deep neural network models have the ability to continuously learn and adapt to new data inputs. As the amount of data grows, the network weight structure can be dynamically optimized, leading to a gradual enhancement of its intelligence. In summary, the fusion analysis of multimodal information holds significant promise in the realm of intelligent eye diagnosis in TCM, and the deep neural network model serves as a formidable tool for tackling the intricate challenge of comprehensive analysis of multimodal information. This will significantly improve the accuracy and comprehensiveness of intelligent eye diagnosis, which is expected to assist in TCM diagnosis in clinical practices.
4.3  The construction of AI large-scale  models for intelligent eye diagnosis
In the era of big data, the development of dynamic and intelligent optimal diagnostic models poses a pivotal challenge in the research on intelligent eye diagnosis [21]. TCM has accumulated a wealth of experience and knowledge, including numerous conventional insights into disease diagnosis and treatment. Combining these insights with data-driven diagnostic models is expected to improve the accuracy of eye diagnosis. To realize this purpose, the first task we need to complete is to transfer the TCM knowledge in digital manners so that computers can recognize it.
SHE et al. [22] proposed an intelligent TCM model based on complex system theories. This model enables the simulation of network knowledge evolution dynamics, allowing itself to learn from empirical facts and enhance the efficacy of decision-making judgments by autonomously adjusting parameters in the network connection weights and optimizing strategy functions. The network’s hierarchical structure encapsulates both bottom-up and top-down bi-directional causal relationships, seamlessly integrating TCM theories with machine learning. With the help of AI, each piece of data fuels the learning process for the exploration of intelligent eye diagnosis. As a result, the network’s weight structure undergoes continual adjustment and optimization, ultimately culminating in a visual diagnosis system whose intelligence progressively escalates with the accumulation of data samples.
The development of the cognitive intelligence of AI consists of five stages, which are perception and sensing, representation and reasoning, autonomous learning, creative thinking, as well as natural interaction and socialization. While the current AI large-scale  models remain are still far from fully simulating human cognition, they do demonstrate a noteworthy “self-supervised learning” capability. However, the core of TCM diagnosis lies in the representation and reasoning of discriminative knowledge [23]. Therefore, knowledge mapping provides a solution for data organization and it’s intelligent applications [24, 25]. Humans are inherently equipped with the ability to perceive the environment around them, which greatly facilitates their perception and cognitive processes. In contrast, AI large-scale  models do not have this ability, leaving them with great challenges in this domain. As such, the integration of collaborative learning and reasoning data represents a promising direction for the next generation of AI [26]. Cognitive mapping, a fusion of knowledge-driven and data-driven representation and reasoning, emerges as a key approach to realize the evolution of AI from perceptual to cognitive intelligence [27].
In addition, large diagnostic AI models require ongoing learning and refinement to ensure their accuracy. The accumulation of data in the field of TCM eye diagnosis is constantly increasing; therefore, the AI large-scale  model needs to adaptively incorporate new data to improve its diagnostic capabilities. Ultimately, the “knowledge-combined data-driven diagnostic model” aims to provide a comprehensive solution for intelligent eye diagnosis in TCM by fully utilizing the expertise inherited from TCM practitioners, while leveraging AI models to improve the accuracy and consistency of the diagnostic results. This approach is expected to boost the exploration of intelligent eye diagnosis in clinical settings [28].
5  Conclusion
In this manuscript, three key technologies in the realm of AI large-scale  models have been introduced: the self-supervised learning technology employed for constructing the pre-trained database, deep neural networks for training the intelligent eye diagnostic model in a hierarchical manner to accept inputs from eye diagnosis in multimodal forms, and the adjustable network weight structure for optimizing the intelligence of the AI models. Finally, the “knowledge-combined diagnostic AI model” aims to provide a comprehensive solution for the exploration of intelligent eye diagnosis in TCM, which bears great potential amid the rapid development of AI. Hopefully, the model can be developed and applied in clinical settings, offering benefits for patients as well as simplifying the work of physicians.
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