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ABSTRACT 
 

Introduction: 

Thyroid hormones are produced by the thyroid gland and are essential for regulating the basal metabolic rate. 
Abnormalities in the levels of these hormones lead to two classes of thyroid diseases – hyperthyroidism and   
hypothyroidism. Detection and monitoring of these two general classes of thyroid diseases require accurate 
measurement and interpretation of thyroid function tests.  The clinical utility of machine learning models to    
predict a class of thyroid disorders has not  been fully elucidated.    

 

Objective: 

The objective of this study is to develop machine learning models that classify the type of thyroid disorder on a 
publicly available thyroid disease dataset extracted from a machine learning data repository.  

 

Methods: 

Several machine learning algorithms for classifying thyroid disorders were utilized after a series of                      
pre-processing steps applied on the dataset.  

 

Results: 

The best performing model was obtained by with XGBoost with a 99% accuracy and showing very good recall, 
precision, and F1-scores for each of the three thyroid classes.  Generally, all models with the exception of Naïve 
Bayes did well in predicting the negative class generating over 90% in all metrics. For predicting                        
hypothyroidism, XGBoost, decision tree  and random forest obtained the most superior performance with       
metric values ranging from 96-100%. On the other end in predicting hyperthyroidism, all models have lower 
classification performance as compared to the negative and hypothyroid classes Needless to say, XGBoost and 
random forest did obtain good metric values ranging from 71-89% in predicting hyperthyroid class.   

 

Conclusion: 

The findings of this study were encouraging and had generated useful insights in the application and               
development of faster automated models with high reliability which can be of use to clinicians in the                
assessment of thyroid diseases. The early and prompt clinical assessment coupled with the integration of these 
machine learning models in practice can be used to determine  prompt and precise diagnosis and to formulate 
personalized treatment options to ensure the best quality of care to our patients. 
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INTRODUCTION 
 
The thyroid is a butterfly-shaped organ producing the 
thyroid hormones the levels of which play an important 
function of regulating the basal metabolic rate.             
Sufficient levels of these metabolic thyroid hormones are 
crucial for protein synthesis, for fetal and childhood      
tissue development and growth, for normal                    
development of the nervous system in utero, in early 
childhood and continuing further to support neurological 
function in adults [1]. Derangement in the levels of these 
hormones lead to two classes of thyroid diseases       
namely: hyperthyroidism and hypothyroidism              
characterized by hyperfunction and hypofunction of the 
thyroid  gland,  respectively.   In   hypothyroidism,   many               
patients complain of fatigue, weight gain and intolerance 
to cold temperature while anxiety, weight loss and          
sensitivity to heat are common symptoms of                 
hyperthyroidism [2]. Needless to say, detection and      
monitoring of these two general classes of thyroid         
diseases require accurate measurement and                  
interpretation of thyroid function tests [3]. 
 

The technological advancements in data mining            
techniques including processing and computation,         
machine learning (ML)  approaches can also be applied 
to classify thyroid diseases [4].  Mollica et al., applied     
machine learning approach coupled with oversampling 
techniques and Bayesian networks framework on         
classification of thyroid tumors on histopathological       
images [5]. Authors concluded that integrating ML        
models in clinical practice could help reduce a 
pathologist’s workload on top of  improving disease      

diagnosis. In the study by Alyas et al., researchers        
applied several  ML algorithms like decision tree, random 
forest algorithm, k-Nearest Neighbors (KNN), and         
artificial neural networks (ANN) on a thyroid disease     
dataset [6]. Results showed random forest with the     
highest classification accuracy at 94.8%. In [7], authors 
applied ML machine learning-based techniques to        
predict hypothyroidism namely: decision tree, random 
forest, naive Bayes, and ANN. Results showed decision 
tree and random forest generated the highest               
classification performance with an accuracy of 99.6% and 
99.3%, respectively.  
 

The objective of this study is to develop machine        
learning models that classify the type of thyroid disorder 
on a  publicly available thyroid disease dataset extracted 
from a machine learning data repository. The clinical   
utility of ML models to predict a class of thyroid            
disorders has not  been fully elucidated. The main         
contribution of this research is to find robust and reliable 
prediction models that will assist healthcare                  
professionals in assessing the type of thyroid disease. 
 

METHODOLOGY 
 

The study was performed in several steps. The first step 
was loading of the dataset. Pre-processing techniques 
applied to the dataset include data cleaning, imputation 
method, and utilizing Synthetic Minority Oversampling 
TEchnique (SMOTE) for handling data imbalance. The 
next step was the application of several ML algorithms 
followed by assessment of classification performance. 
The machine learning pipeline for this study is shown in 
Figure 1. 

FIGURE 1. Machine Learning Pipeline for Thyroid Disorder Classification  
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TABLE 1. Independent attributes  for the Thyroid Disorder Classification 

Dataset Description 
 
In this study, a publicly available thyroid disease          
extracted from a publicly available machine learning     
repository (University of California Irvine Machine      
Learning Repository) was used [8]. This dataset contains 
9,172 anonymized thyroid disease cases from Garavan 
Institute, Sydney, Australia. The dataset consisted of 31 
columns including the target variable, diagnosis. The 
listing of the independent attributes is seen in Table 1. 
 

Pre-processing Steps 
 
To prepare the dataset for machine learning,  data       
cleaning and pre-processing methods were applied.     
Redundant and irrelevant variables such as 
'TSHmeasured', 'T3measured', 'TT4measured', 
'T4Umeasured', 'FTImeasured', 'TBGmeasured', 
'patient_id', 'referralsource’ were dropped from the      
dataset as they were mainly boolean variables with no 
predictive capability. Rows with inconsistent values,    
particularly those age over 100 years old, were likewise 
gnoses (negative, hypothyroid, and hyperthyroid) were 
retained for ML application as other diagnoses were 
deemed not relevant to the main focus of this research 
study. Hence, as a result of these data cleaning, the      
dataset was reduced to 7,142 records. The dataset has a 
severe imbalance with negative class comprising 89.4% 
(6,384 records) while the hypothyroid and hyperthyroid 
classes comprised 8.1% (582 records) and 2.5% (175     

records) respectively. To address this severe imbalance, 
SMOTE was utilized. 
 

Machine Learning Models 
 
The dataset was split into 25% testing and 75% training 
with 10-fold cross validation. Python 3.8 and its ML      
libraries (scikit-learn, pandas, Matplotlib, seaborn, and 
NumPy) were used. Several ML models were utilized to 
predict thyroid diseases namely: k-Nearest Neighbors 
(kNN), Naïve Bayes (NB), Support Vector Machine (SVM), 
Decision Tree (DT), Random Forest (RF), Adaptive 
Boosting (AdaBoost), and Extreme Gradient Boosting 
(XGBoost).    
 

Performance Metrics 
 
Metrics such as accuracy, recall, precision, and F1 score 
were computed to assess classification performance. 
Accuracy refers to the ability of the ML model to predict 
the classes of the dataset correctly and assess how close 
or near the predicted value is to the actual or theoretical 
value [9]. Recall is the ratio of the correctly classified 
number of positive instances to the number of all          
instances whose actual class is positive [10]. Recall is also 
called the true positive rate or sensitivity rate. The           
precision, sometimes called the positive predictive value, 
denotes the proportion of the retrieved  samples which 
are relevant and is calculated as the ratio between        
correctly classified samples and all samples  assigned to 
that  class [11].   F1—score  is  defined  as  the   harmonic  
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mean of precision and recall and as such, to generate a 
high F1-score, necessarily require to have high values of 
recall and precision [12]. Additionally, the feature         
importance scores of the best performing model was 
also generated. 

 
RESULTS AND DISCUSSION 
 
The performance metrics of the various ML models are 
shown in Table 2. The best performing model is XGBoost 
with a 99% accuracy. XGBoost also generated the highest 
recall, precision, and F1-score for each of the three         
thyroid classes. Following XGBoost is random forest with 
an accuracy of 98% and showing very good recall,          
precision, and F1-scores for each of the three thyroid 
classes with XGBoost. AdaBoost and decision tree also 
obtained excellent accuracy rates of 98%. On the other 
hand, Naïve Bayes performed the worst with a measly 
accuracy rate of 36%. Additionally, its predictive            
capability for all the three thyroid classes were below par 
indicating its inability to predict thyroid disorders.       
 

Generally, all ML models with the exception of Naïve 
Bayes did well in predicting the negative class generating 
over 90% in all metrics. This is expected as the negative 
class had the greatest number of instances in the          
dataset. For predicting hypothyroidism, XGBoost,         
decision tree  and random forest obtained the most     
superior performance with metric values ranging from 
96-100%. On the other end in predicting                         
hyperthyroidism, all models have lower classification 
performance as compared to the negative and               
hypothyroid classes. Note that the hyperthyroid class 
only constituted 2.5% of the entire dataset. Nonetheless, 
XGBoost and random forest did obtain good metric       
values ranging from 71-89% in predicting hyperthyroid 
class. Likewise, AdaBoost and decision tree yielded fairly 
acceptable metric values in predicting hyperthyroid 
class. However, support vector machine, k-Nearest 
Neighbors and Naïve Bayes generated poor predictive 
capability in classifying hyperthyroidism more             
prominently with its very low precision and F1-scores. 
Nonetheless, our results highlight the importance of     
addressing the severe data imbalance to obtain a more 
reliable diagnostic performance. 

TABLE 2. Performance Metrics of the ML Models for Thyroid Disorder Classification  
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FIGURE 2. Feature Importance of Attributes of the Best Performing Model 

As a measure to address the severe imbalance in this 
dataset, SMOTE was utilized. SMOTE can sufficiently     
increase the instances of minority samples so that the 
classification algorithm can increase the learning of       
minority samples during the training of the data [13].      
Machine learning algorithms can be biased to favor the 
majority class in the presence of an imbalance [14]. 
SMOTE as an oversampling technique is a common 
measure utilized in ML to handle imbalanced datasets by 
creating copies of the minority class instances to balance 
the dataset which effectively led to a reduction in the 
bias and in the improvement of the classification            
accuracy of the model [13, 14, 15, 16]. 
 
The feature importance scores of attributes for the best 
performing model (XGBoost)  are seen in Figure 2. The 
top important features were the hormone test level           
measurements (TT4, TSH, T3, FTI, T4U) while surprisingly 
though that the other attributes did not perform well in  
predicting our target variable. This confirmed our clinical 
suspicion that the hormone tests are the most helpful in 
our aim to predict target diagnosis as seen in the              
correlation heatmap in Figure 3. Only the attributes TT4, 
TSH, T3 and FTI had a strong positive correlation with the 
target variable.   Feature importance highlights which 
attributes utilized by the ML model have higher             
predictive capability as compared to the other attributes. 
The identification of these features can aid in the model 
explainability [17]. Feature  importance scores also       

provide insight into the data and the model by             
identifying most and least relevant in  predicting the     
target variable. It also serves as a basis for                     
dimensionality reduction by removing those attributes 
with lowest feature importance scores. This act simplifies 
the model which consequently lead to faster machine 
execution and also improved diagnostic performance of 
the model. 
 

As to the metrics and best performing models, our       
results are comparable with other studies [4, 5, 6, 7, 18] 
which utilized traditional ML models applied to thyroid 
disease dataset. These findings suggest the feasibility of 
applying the machine learning approaches to predict    
thyroid disorders with acceptable results. The clinical 
utility of this study is even more highlighted with robust 
models that can provide faster and with high reliability 
to assist healthcare professional in predicting thyroid 
disorders as well as enable clinicians to propose           
personalized treatment options for our patients [19].  
 
 

CONCLUSION 

 
Alterations in the levels of thyroid hormones generally 
lead to two classes of thyroid diseases namely:              
hyperthyroidism and hypothyroidism characterized by 
hyperfunction and hypofunction of the thyroid gland, 
respectively.  In  this   study,   several   machine   learning 
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FIGURE 3. Correlation Heatmap of Predictor Variables for Thyroid Disorder Classification 
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models for classifying thyroid disorders were applied on 
a publicly available thyroid disease dataset from a        
machine learning data repository. The best performing 
model was obtained by with XGBoost with a 99%         
accuracy and showing very good recall, precision, and     
F1-scores for each of the three thyroid classes.            
Generally, all ML models with the exception of Naïve 
Bayes did well in predicting the negative class generating 
over 90% in all metrics. For predicting hypothyroidism, 
XGBoost, decision tree  and random forest obtained the 
most superior performance with metric values ranging 
from 96-100%. On the other end in predicting              
hyperthyroidism, all models have lower classification 
performance as compared to the negative and              
hypothyroid classes Needless to say XGBoost and          
random forest did obtain good metric values ranging 
from 71-89% in predicting hyperthyroid class. Likewise, 
AdaBoost and decision tree yielded fairly acceptable 
metric values in predicting hyperthyroid class.  
 
Future enhancement should include explainable artificial 
intelligence tools for better understanding of the models 
by the clinicians. Additionally, ML models could also be 
applied to larger datasets which combines patient symp-
toms, comorbidities, and radiographic features coming in 
the quest for excellent diagnostic accuracy. The findings 
of this study were encouraging and had generated useful 
insights in the application and development of faster 
automated models with high reliability which can be of 
use to clinicians in the assessment of thyroid diseases. 
The early and prompt clinical assessment coupled with 
the integration of these ML models in practice can be 
used to determine  prompt and precise diagnosis and to 
formulate personalized treatment options to ensure the 
best quality of care to our patients. 
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